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Abstract. Systems providing personalized services to users have 
a need to build and maintain a User Model (UM).  However, at the 
onset of providing services, such a system has no prior knowledge 
about a user and it may benefit from information imported from ex-
ternal sources.  Due to lack of standards in the representation of 
UMs, commercial competition, and privacy issues, distinct person-
alized service-providing systems build their own specific models 
and store their information in incompatible manners.  Thus, al-
though much data on a specific user might exist in other systems; it 
is typically unavailable for use in the initial phase of the given sys-
tem.  This work puts forward the design of a user model mediation 
idea.  This is demonstrated in an initial implementation in a spe-
cific system (Museum Visitors' guide system) under the PIL pro-
ject, where the user is modelled by a "bag of words" vector and the 
initial information is imported from a case-based modelled user (in 
an external trip planning system).  

1 INTRODUCTION 
In order to provide users with personalized services, systems build 
and maintain a UM for each user.  In general, a UM may be com-
prised of various details of personal information such as the user's 
age, education, income, life style, interests, preferences, past inter-
actions with the system, etc. 

Different systems use various methods, and techniques from di-
verse research areas, such as information retrieval, artificial intelli-
gence and behavioural sciences for the construction of a UM [4].  
Furthermore, every system stores UMs according to its own repre-
sentation and chooses only the specific parts of user data that are 
relevant for providing its personalized services.  Thus, large por-
tions of user-related data that are heterogeneous both in representa-
tion and in content are distributed over various systems.  

The notion of general (i.e. application-independent) user model-
ing was initially proposed in [3].  Their system - ‘General User 
Modeling System’ (GUMS) allowed the developers of user-
adaptive applications to define simple user stereotype hierarchies.  
GUMS determined the basic functionality of general user modeling 
systems: providing selected runtime personalized services that can 
be configured during development time.  

Most of the general systems that were developed, classified the 
collected UM to one of the predefined stereotypes using different 
inference methods.  For example, [7] allowed stereotypical as-
sumptions about the user and users groups to be represented in a 
first-order predicate logic, so that inferences across different as-
sumptions could be defined in a first-order modal logic. 

In [5], the authors discussed the development of UserML, an 
XML-like knowledge representation language developed for the 
purposes of describing UMs from various application domains.  
When used as a uniform user modeling language across multiple 
systems, UserML has a potential to facilitate transfer of UMs in 
distributed environments and further composition of UMs, accu-
mulated in different systems. 

Currently, even though all the required data may be potentially 
available, systems usually can not assemble comprehensive UMs 
due to commercial competition, privacy issues, and representation 

heterogeneity.  By using UM mediators that bridge over different 
approaches and representations, the heterogeneity problem can be 
solved.  Systems will be able to continue using their own methods 
of UM representation, and yet be able to exchange relevant parts of 
UMs with other systems, and enrich their UMs. 
 
 
2 UBIQUITOUS USER MODELING 
Personalization systems reside on the Web, in personal devices, 
and virtually everywhere.  Thus, whenever a new user is intro-
duced to a system, it has the potential to gather data about that user 
from systems all around- this "all-around located" data is ubiqui-
tous in that sense, and the creation of UMs from ubiquitous data is 
therefore named "ubiquitous user modeling". 

A rather simplistic approach of providing personalization in a 
ubiquitous environment was suggested in [12].  This approach sug-
gested building an application adaptation framework using a per-
sonal smart card.  The smart card stored and processed a UM, thus 
partially solving the privacy and availability issues which are es-
sential in decentralized ubiquitous environments.  Compared to a 
solution, where the profiles are stored in a central remote server, 
the use of smart cards made the profiles available in any context, 
enhanced privacy and security by allowing the users to fully con-
trol their own profiles, and avoided communication delays.  How-
ever, the smart card remained a single “point of failure”, storing 
sensitive personal information that could be disclosed by a mali-
cious attacker. 

Generation of centralized UMs in a ubiquitous environment by 
composing partial UMs that are stored by different systems was 
presented by [8]. The paper represented a ubiquitous general UM 
stored on a central server as a composition of partial UMs, stored 
by various personalization applications. Every system only main-
tains the inference mechanism needed for extracting the needed 
UM data and updating the general model. Although the general 
model was composed in a distributed manner, it was stored in a 
central server, which is a single “point of failure” in this case as 
well. 

In [10], the authors highlighted the significance of cross-system 
personalization that will allow UM data sharing across different 
systems in a user-centric way.  This approach allows information 
transfer between different systems, and gives the users the ability 
to control their UMs. Cross-system personalization might be im-
plemented through a central Unified User Context Model (UUCM) 
[11]. The paper detailed three main stages of a cross-system com-
munication protocol:  

• Negotiation – achieving an understanding on the type of 
information that is needed, i.e., agreeing on common 
ontology and vocabulary. 

• Personalization – extracting data which is relevant to 
the activity and transferring it to the target system. 

• Synchronization – replicating and updating of the 
stored user model upon completion of personalization 
tasks.  

The involved systems communicated through the mechanism of 
“context passport” using a mediating architectural layer. UUCM is 
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based on a shared ontology- each system extracts the required in-
formation from the user’s passport, performs the required personal-
ization activities, and finally updates the user’s passport. To 
succeed in its mission, the UUCM should have the following two 
features: generality (to be usable in a variety of domains), and ex-
pressiveness (to be able to express a wide variety of facts about the 
users). The fact that the shared ontology should be developed a-
priori is the main drawback of this approach.  Furthermore, every 
system used the ontology, which made it inflexible and unsuscepti-
ble to frequent changes. 

In [6], the authors introduced GUMO, publicly available Gen-
eral User Model Ontology, which facilitates uniform interpretation 
of distributed UMs.  GUMO is represented through a modern se-
mantic language (OWL [9]) and can be freely used by any person-
alization system.  A common ontology simplifies the exchange of 
UM data between different systems, which makes it possible to 
overcome the inherent problem of syntactical and structural het-
erogeneity between systems.  The main problem of GUMO is that 
it is based on a single central ontology, which prevents dynamicity 
and frequent changes.  Moreover, an initial stage of engineering 
and construction of a comprehensive all-including ontology re-
quires a vast effort. 

To summarize, the above approaches might be insufficient in 
the dynamic environment of today’s information world, since both 
the available information sources and the needs and interests of the 
users change frequently, whereas personalization services should 
keep proper functioning and represent high levels of accuracy. This 
raises an intriguing research question of developing a mechanism 
that can easily adapt to the dynamicity of the environment, and at 
the same time allows the systems to provide an accurate customiza-
tion of personalized services. 
 
3 USER MODEL MEDIATION  
A UM mediator generates UMs on demand, using available users' 
data according to the specifications of a target system.  This is done 
by querying and receiving partial UMs from various source sys-
tems, translating them to the context of the target system, and 
building an integral UM according to the target system's method of 
representation from them [1].   

Such kind of UM mediator is dynamic in the sense that it is not 
bound by a specific representation.  Any system that requires a UM 
for bootstrapping may receive it, regardless of the specific person-
alization technique it uses, and the frequency the UM representa-
tion changes, unlike centralized apporaches.  Since there are not 
many techniques used for user modeling, it seems feasible to have 
a set of specific mediators to be activated in any given scenario. 

Another point to be made is that the mediator does not save any 
data regarding users, thus unlike a personal smart card, user data is 
not easily breached.   

Figure 1 illustrates the stages of the mediation process as de-
scribed below: 

1. A user is requesting a service from a system. 
2. In order to provide a personalized service to that 

user the system requests a UM from the mediator. 
3. The mediator identifies the system’s application domain 

and UM representation technique. 
4. The mediator extracts from the knowledge base (KB) a 

set of systems that may provide partial UMs related to 
the target system’s domain. 

5. The mediator queries these systems for their UMs of the 
specific user. 

6. Systems that actually store relevant UMs, respond and 
send the appropriate UM to the mediator. 

7. The mediator converts, integrates and assembles the par-
tial UMs (using the KB) into a UM needed by the target 
application. 

8. The generated domain-specific UM is sent to the target 
system, which is now capable of providing more accu-
rate personalization. 

 

 

 

 

 

  
 

Figure 1.    UM Mediator Architecture 

4 CURRENT IMPLEMENTATION 
A UM mediator system is being developed in the domains of tour-
ism and cultural heritage.  This system converts user information 
from an external trip planning system (Trip@dvice [13]) to a per-
sonalized museum visitor’s guide system (in use under the PIL pro-
ject at the Hecht museum at the University of Haifa [16]).  In 
addition, it also serves as an intra-museum UM mediator, since the 
museum has different exhibitions, whose UM’s representation is 
only partially related.   

The UM representation in Trip@dvice is "cased-based".  A case 
is a set of products that a user selected while planning a trip (such 
as attractions to visit, accommodations etc).  In Trip@dvice, the 
personalization process determines a relevance score for each case 
item according to the user's current preferences and previous travel 
plans, and travel plans of users that have similar preferences.  In 
order for a user to select preferred products when planning a trip, 
descriptions of various offered products, are presented to her/him.  
The selected products are recorded as a case representing the user's 
preferences.  

Within PIL, each and every exhibit item has several different 
presentations; each presents the item from a different perspective 
and the goal of the personalization process is to recommend the 
user a presentation that best matches his/her interests and informa-
tion needs.  The entire set of terms from the presentations is called 
"bag of words", thus each presentation is represented as a weighted 
set of terms.  The weights are obtained via the TF*IDF method 
known from Information retrieval, in which the weight of a term is 
proportional to the term's frequency in the presentation and to the 
scarcity of the term in other presentations [14].  A perspective's 
weighted vector is calculated in a similar way, by considering each 
perspective as the set of presentations which provide information 
about various items from that same point of view. The UMs in PIL 
are "content-based", where a user’s preferences are represented by 
a weighted vector of terms that signify the visitor’s preferences, 
and subsequently by a vector of cosine similarity of the user's UM 
to the perspectives' representation.   

For the purposes of personalization, the presentations that pro-
vide information about an item, are being sorted according to their 
similarity to the visitor's interests (as determined by the UM) be-
fore being offered to him/her. 

  In order to generate a content-based UM from the case-based 
UM, terms are extracted by the mediator from descriptions of the 
cases' items in the Trip@dvice user's model.  First, the mediator 
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retrieves the cases from the case-based UM.  Then, it obtains the 
free-text case items’ descriptions. These descriptions are obtained 
in two ways: from the KB of tourism attractions, and also seeks out 
additional information about a case item from the Web.  The "bag 
of words" representation of the UM as extracted from the case is 
compared to the "bag of words" representation of the exhibition us-
ing the well-known cosine similarity metric [14]. This allows de-
ducing features’ weights by considering the case item’s relevance 
to the user (as stored in the Trip@dvice system).   

Furthermore, every museum’s exhibition has its own “bag of 
words”, thus matching terms from one exhibition to another allows 
intra-museum UM mediation 

For the purpose of user modeling, features extracted from ac-
quired case description are converted to the features representing 
the exhibitions' presentations.   First order conversion is aimed at 
matching the exact same feature (a one to one matching) - the 
weight of a feature in the target representation is given its weight in 
the other representation.  There are cases in which first order con-
version is not good enough, e.g., "ship" and "boat" should probably 
be considered as the same term even though they are not exactly 
the same term.  Currently, only the first order conversion is imple-
mented in our system. 

Second order conversion is aimed at matching between seman-
tically related features.  One possibility of doing so is using Word-
Net [2] to match a feature to a synonym feature.  In WordNet, 
English terms are organized into synonyms sets that describe the 
same semantic concept.  This matching can be enhanced using 
various machine learning techniques, which weights the relation-
ship between the feature and its synonym features.  We are cur-
rently working on implementing the second order conversion. 

The functional flow of our work is depicted below: 
 
 
 
 
 
 
 
 
 
 

Figure 2.    User model mediation in the museum 
 

1. A visitor comes to the museum and enters exhibition A. The 
museum guide system requests an initial UM from the mu-
seum mediator. 

2. The museum mediator verifies with the trip planning sys-
tem that the user interacted with the system and retrieves 
the UM represented by the case items. 

3. The mediator addresses an external knowledge-base (KB), 
and asks for relevant descriptions for the retrieved case 
items. 

4. The mediator assembles a UM by converting features ex-
tracted from the case descriptions into UM features in the 
context of exhibition A.  

5. When the user arrives to exhibition B, the mediator repeats 
the process and provides with a new conversion of features. 
The mediator treats the assembled UM of exhibition A, as 
an additional data source. 

 
For example, let us assume that a user's trip planning case con-

sists of the following locations: "Acco's port", "Acco's walls", and 
the "National maritime museum".  These locations have archaeo-
logical and historic importance, and the maritime theme is common 

to them all.  Visiting the national maritime museum which has 
many ship models, might suggest that the visitor is somewhat in-
terested in ship-building methods, thus the technological perspec-
tive of the museum presentations, which explains the way that 
things were made, is probably a good perspective for the user.  Let 
us also assume that the user has started his/her museum visit in the 
"Phoenicians' exhibition".  The descriptions of these user's case lo-
cations are collected from the Trip@dvice system.  Additional in-
formation describing these locations is collected from the Web, or 
from an external knowledge-base.   

Using the Lucene search engine [15] the collected descriptions 
are indexed and the weight (TF*IDF) is calculated for their terms.  
The relevance score of a case item to the user is a factor that is 
considered during the process of determining terms' weights.  
Some of the collected terms also appear in the presentations of the 
exhibition, thus in the first order conversion, these terms' weight is 
conveyed to the generated UM.  By using WordNet, every term's 
synonym set of terms can be found. The exhibition's terms are 
scanned for the synonym set of terms, which upon detection are 
added a weight, while taking into account several factors like the 
size of the term's synonyms set.   

During the visit in the "Phoenicians' exhibition" the initial UM 
is modified to provide better personalization using implicit and ex-
plicit feedback from the user.  Upon reaching the "Ancient ship ex-
hibition", which has disparate items and consequently dissimilar 
presentations and only partially related "bag of words" perspec-
tives' representation, the mediator will recalculate a UM relevant to 
the new exhibition. The mediator will use the UM resulted from 
the "Phoenicians' exhibition" visit, and generate a new UM for the 
“ancient ship” exhibition. 

5 OPEN QUESTIONS AND FUTURE 
WORK 

Future work will deal with experimentation and evaluation of the 
mediation in the cultural heritage setting described above.  In addi-
tion to the obvious benefits of evaluation, the evaluation of the 
quality of the generated UM will allow the mediator to select be-
tween several possible UMs that were deduced from conflicting 
partial models.   

An additional issue to be explored is the decisions the mediator 
should take regarding the quality of the information available from 
superficial sources in constructing the requested UM.  The confi-
dence level of the mediator in the information sources and in their 
relevance can be used as a factor while integrating partial UMs 
(sources that are more trusted will have a larger effect on the gen-
erated model).  The confidence level can also be provided to the 
target system allowing it to determine to which extent the provided 
UM can be trusted and to decide its course of action.  In our spe-
cific case, the relevance score of a case item might be a starting 
point to calculate the confidence level of the mediator in the infor-
mation gathered from that item.  The confidence level in the entire 
generated model might be an accumulation of the confidence levels 
in the gathered data. 

We also intend on addressing third-order conversion, which is 
aimed at implicitly deducing relationships between the features.  
For example, if a person is interested in under-water archaeology, 
he/she might be somewhat interested in diving techniques.  We 
consider using domain ontologies to describe these relationships.   

Future work will also extend the current implementation to inte-
grate UMs from several sources, and diverse domains.  As stated 
above, several factors like the confidence level can play a role in 
the integration of UMs from several sources.  For example, if a 
model of a user already exists in the target system, the mediator 
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might consider it as a very reliable source in the process of generat-
ing a more comprehensive model.  Other heuristics to solve the 
question of conflicting partial UMs, e.g., regarding the last time the 
UM was updated, will be explored.   

One might also consider extending the bag of words UM repre-
sentation in the museum to ontology, as a different form of con-
tent-base representation.  This could prove to be another interesting 
case-study. 
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Abstract. In this paper we describe the modalities through which an 
Adaptive System can provide adaptive services using the support of Seman-
tic Web Service technologies. This is the first stage of a project for creating 
a Semantic Adaptive Web Service that automatically provides both user-
adapted services and user models knowledge. In this paper we focus on the 
enrichment of the service discovery phase through the addition of semantic 
information.

1 INTRODUCTION

Recent studies have shown a great attention towards stan-
dardization and development of interoperable Web tech-
nologies. In this direction a considerable number of Web 
Services (WSs) and Semantic WSs is expected to grow. A 
Web Service is a software system designed to support inter-
operable machine-to-machine interaction over a network1. A 
Semantic Web Services enriches every phase of this process 
of interaction with semantic information. A promising ex-
ploitation of Semantic Web Services pertains to i) the possi-
bility of decentralization, communication, integration and 
interoperability of adaptive applications in order to make 
possible the exchange of user knowledge [7] and ii) the pos-
sibility to define suitable techniques of personalization that 
support user-centered and preference-based service discov-
ery and selection [2,5,12,13]. 
    The aim of our project is to exploit technologies of Adap-
tive Systems, Web Services and Semantic Web to develop 
an Adaptive Semantic Web Service which works in a sce-
nario of interoperability with other agents, providing two 
kinds of output: i) personalized services, and ii) user model 
knowledge, exploiting the same knowledge bases and the 
same technology (Semantic Web Services). In particular, re-
garding the first kind of output, the system will automati-
cally provide personalized services, allowing software 
agents to search and to obtain services on behalf of the user 
(that is particularly important in a mobile environment 
where the interaction with the device is more challenging). 
Regarding the second output, the system will automatically
provide information concerning its users . This kind of in-
formation will be provided to applications that “share” the 
same users with our application and need some information 
about them. From this point of view we can say that our ap-
plication works as a User Model Web Service.
Differently with respect to traditional User Modelling Serv-
ers, in our approach the user knowledge exchanged across 
applications is not derived by a server that host user infor-
                                                          
1 http://www.w3.org/TR/2004/NOTE-ws-gloss-20040211/

mation for different systems, but directly by other adaptive 
systems, as in Distributed User Model approach [10].
    An example of integration of these technologies (adaptive 
techniques, Semantic Web and Web Service) is provided in 
the platform developed by [12]. Similarly to this platform, 
we manage our system exploiting Web Service technology 
and semantically describing Web Service inputs (parameters 
provided by the agent to make the request possible) and out-
puts (both to i) the personalized services and ii) the user 
knowledge the agent may search for). As it will be shown, 
an essential requirement to achieve these goals is to seman-
tically enrich the description of required inputs and provided 
outputs. 
The project is in initial phase and we started from output i, 
namely the provision of adaptive services [4]. In particular, 
till now, we focused on the service discovery phase, show-
ing how this phase can be enriched and refined by semanti-
cally describing resources and constraints. The objective 
outlined in this paper is to apply the same approach for the 
discovery and exchange of user model features (output ii). 
In detail, the paper will explain how to extend WSDL2 de-
scriptions with semantic information by using WSSP (Web 
Service Semantic Profile), a language specifically designed 
[8] for the description of the service profile and, in our ap-
proach, also for the discovery phase of services (output i) 
and for the discovery phase of user models features (output 
ii). Moreover we present the exploitation of OWL3 and 
RDF-RuleML4 to describe ontologies and rules referenced 
in WSSP. Before this explanation we present a usage sce-
nario and, in the last part of the paper, we provide two ex-
amples of WSSP profiles and a RDF-RuleML adaptation 
rule linked by a WSSP file. These examples come from 
UbiquiTO-S [4], a Semantic Adaptive Web Service which 
provides personalised recommendations in the tourist do-
main, and, as a subsequent step, knowledge about its users 
(users models knowledge).

2 USAGE SCENARIO

Luca is on holiday in Turin. He visits the city for the first 
time and is looking for a good restaurant. In order to find out 
a restaurant he runs the browser of his SmarthPhone GPS-

                                                          
2 http://www.w3. http://www.w3.org/TR/wsdl
3 http://www.w3.org/TR/owl-features/
4 http://www.w3.org/2004/12/rules-ws/paper/93/
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equipped and queries his favorite matchmaker5. From the 
search interface of the matchmaker, he selects the categories 
tourism and restaurants. The matchmaker already knows 
some information about Luca, such as his position (provided 
by his GPS-receiver) and his employment and age (provided 
by Luca when he registered to the matchmaker’s search ser-
vice). Several Web Services provide tourist information. 
Among the others, the matchmaker discovers UbiquiTO-S, a 
Semantic Adaptive Web Service that provides personalized 
touristic recommendations regarding restaurants. Thus,
without providing any other information nor about himself 
nor about his goals, thanks to the interaction between Ubiq-
uiTO-S and the matchmaker, Luca receives a list of restau-
rants that mostly correspond to his preferences. He is 
satisfied because the list of the restaurants fits his needs, and 
also because he did not spend too much time browsing web 
sites about restaurants in Turin, since the matchmaker have 
automatically carried out this search on his behalf. 

3 SEMANTIC DESCRIPTION OF PARAMETERS

The above example presents a scenario where several Web 
Services (UbiquiTO-S is one of them) provide services to 
end-users through software agents. As typical, they describe 
their services in WSDL files and advertise them in public 
UDDI6 registries. An agent (the matchmaker in the scenario) 
searches the UDDI registries looking for Web Services able 
to satisfy Luca’s request. The matchmaker evaluates both 
the correspondence between the user requests (recom-
mended restaurants for Luca, in the scenario) and the sys-
tems outputs supplied by Web Services, and between Web 
Service requirements and the available user features (Luca’s 
age and employment). Then, it decides to invoke UbiquiTO-
S services since UbiquiTO-S is able to provide not only lo-
cation based information, as done by the other discovered 
Web Services, but also information tailored to the user’s 
need (similarly, considering output ii, a software agent 
which needs user features can search for Web Services 
which provide such features for a specific user and decide to 
invoke the service which better satisfies its needs). On the 
basis of the available information (i.e., age and employ-
ment), UbiquiTO-S makes inferences about some other fea-
tures (i.e., the user salary), and finally fires its adaptation 
rules to extract and provide personalized suggestions to the 
user.
   In order to obtain that, Ubiquito-S is implemented as a 
Web Service that semantically annotates provided outputs, 
required inputs and their relationships. In particular, Ubiq-
uiTO-S enriches the WSDL service description by means of 
a WSSP file. WSSP has been introduced and successfully 
exploited by [8]. It is a discovery mechanism that semanti-
cally enriches the UDDI’s search functionality and encodes 
semantic information with WSDL. WSSP is able to specify 
restrictions and constraints for WSDL parameters of input 
                                                          
5 A matchmaker is a search engine a user can delegate to find services. It 
works performing a match between the user request and the service descrip-
tion typically advertised on UDDI registries.

6 http://www.uddi.org/

and output by describing the service capabilities with se-
mantic information expressed in some ontology language. 
Many other standards have been proposed (e.g., OWL-S7, 
WSDL-S8, WSML9, SWSL10), but we chose WSSP since it 
is compatible with the service ontology of OWL-S, it allows 
to use semantic rule languages (like RDF-RuleML) also in 
the description of the service profile, and it can be comple-
mentary used with the standard WSDL and UDDI struc-
tures. 
To illustrate how this technology can be applied to adaptive 
systems, the following part of the paper will describe input 
and output messages, specifying:
a) how they are defined in common WSDL files, 
b) how WSSP allows to semantically specify them. 
For each one we will explain how this specification can be 
instantiated and fruitfully exploited to obtain output i and 
output ii. 

INPUT
a) According with Web Service standards, the input message 
of WSDL files specifies parameters, typically do-
main/service features, used to specify the requested service. 
Considering Adaptive Web Services, they could require, as 
input, not only parameters regarding the domain, but also 
parameters regarding the user profile (e.g. age, goals, etc.), 
and the current user context (e.g. position, direction, state, 
etc.). Considering a User Model Service, input message 
specify the required user features or even the required con-
text user features (for an example of exchange of context 
user features, my means of Web Services see [11]).
In the scenario previously described, input parameters spec-
ify the kind of service the user searches for, but also user 
features such as the user position, age and employment.
b) WSSP file is exploited to specify restrictions and con-
straints to the above-mentioned WSDL parameters.
Restrictions concerning input allow specifying the WSDL 
parameters by mapping them on an ontology. This is par-
ticular relevant in a context of interoperability, since an 
agent has to exactly know the required input in order to 
compare it with the data it owns and to decide if it is able to 
invoke the Web Service.
The following code is a part of the WSSP file which speci-
fies (and thus restricts) the input parameter employment by 
referring it to the identifier Employment of the shared and 
public ontology UserModelOntology.owl [6] (thus specify-
ing its meaning, super-classes, relations, etc.).
Note that the same ontology could be used to specify the re-
quired user features to a User Model Web Service.

WSSP description (example of restriction)
<profile:parameterName>Employment
</profile:parameterName> 

                                                          
7 http://www. daml.org/services/owl-s/
8 http://www.w3.org/2005/04/FSWS/Submissions/17/WSDL-S.htm
9 http://www.wsmo.org/wsml/
10 http://www.daml.org/services/swsl/
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<profile:restrictedTo 
rdf:resource="http://u2m.org/2003/02/UserModelOnto
logy.owl#Employment"/>

Constraints to input message may be expressed as Facts or 
Rules. They can involve one or a set of parameters and can 
be described by means of semantic rule languages such as 
RuleML. Considering their use in Adaptive Web Service, 
they can be useful to better specify the data and allowed 
values that will be used for the user modeling task. For ex-
ample, they may specify the source of information, the low-
est threshold of confidence for the provided input, etc. The 
advantage is the possibility to improve the quality of the 
provided input since in this way the required inputs are bet-
ter specified. Considering User Model Web Services, this 
possibility is extremely useful since it allows, for example, 
to face privacy issues, specifying access restrictions and au-
thentication requirements.

OUTPUT
a) Besides input parameters, WSDL files specify output pa-
rameters, which concern the service provided by the Web 
Service (for output i). Considering output ii, that is services 
provided by a User Model Service, WSDL files will specify 
the user models features the Web Service provides. 
b) As for inputs, also for outputs the WSSP structure allows 
specifying restrictions and constrains. 
Restrictions allow specifying the parameters by mapping 
them on an ontology. This specification allows improving 
the service search, exploiting also information of generaliza-
tion/specification provided by the ontology.
Constraints allow specifying conditions on the provision of 
the service. They can be used, for example, to specify the 
opening days and times, delivery days conditioned to the 
kind of required service or product, etc.
Considering Adaptive Semantic Web Services, constraints 
could also be usefully exploited to specify rules that explain 
the reason why inputs are required in order to obtain outputs 
and how output changes on the basis of the provided inputs. 
For example some rules exploited in the above scenario 
specify that: 
- if the user employment is provided (input), suggestions re-
garding events (output) have a Confidence Value (CV) of 
0.5;
- if the user employment and age are provided (input), sug-
gestions regarding events (output) have a CV of 0.7;

Considering User Model Web Services, the possibility to 
specify constraints is very important, since it could allow the 
requestor to know the relevance of the feature according to 
the goal of the request. 

Below we present a part of a WSSP file where it is shown 
the use of the tag constraint and its reference to an URI 
which specifies a RDF-RuleML rule. As it can be seen, this 
rule expresses in RDF-RuleML language the second rule of 
the above examples.

WSSP description (example of constraint)
<profile:output>

  <profile:message rdf:ID="ServiceResponse"> 
   <profile:constrainedBy 
rdf:resource="http://ubiquito-s 
/rules.rdf#ProvideAgeEmployment"/>
  </profile:message>
</profile:output>

RDF-RuleMl Rule
<Implies> 
 <rdf:Description ref:about="http://ubiquito-s 
/rules.rdf#ProvideAgeEmployment">
 <rdf:type resource="http://ubiquito-
s/preds/Relation.owl#ProvideAgeEmployment">
 <rdf:type resource="http://ubiquito-
s/preds/Relation.owl#HasConfidence">
 </rdf:Description>
<body> <Atom>
    <oid><Ind wlab=http://ubiquito-
s/UserModel.owl#User /></oid>
    <opr><Rel wref="http://ubiquito-
s/preds/Relation.owl#ProvideAgeEmployment"></opr>
    <slot><Ind wref="
http://u2m.org/2003/02/UserModelOntology.owl#Age"/
></slot>
    <slot><Ind wref=" 
http://u2m.org/2003/02/UserModelOntology.owl#Emplo
yment"/></slot>
 </Atom> </body>
<head>  <Atom>
    <oid><Ind wlab="http://ubiquito-s"/></oid>
    <opr><Rel wref="http://ubiquito-
s/preds/Relation.owl#HasConfidence"></opr>
    <slot><Ind wref=" http://ubiquito-
s/onto/Output.owl#Events"/></slot>
    <slot><Ind 
wref="http://www.u2m.org/2003/situation#confidence
"/><Data>0.7</Data></slot> </Atom></head>
</Implies>

4 CONCLUSION AND FUTURE WORK

In this paper we presented UbiquiTO-S, an adaptive system 
which exploits the technology of Web Services and Seman-
tic Web to allow software agents to discover and invoke its 
adaptive services. UbiquiTO-S has been developed as an ex-
tension of UbiquiTO [1], a mobile adaptive guide that pro-
vides personalized location-based tourist information. With 
respect to UbiquiTO, the core functionalities are not 
changed. However, its transformation into a Web Service
with a formal and semantic description of input require-
ments, outputs and their relationships introduces it into a 
cooperative environment for personalized services. 
With respect to common Web Services, the advantage of 
this approach is that it allows, for instance, a middle agent 
(the matchmaker in the scenario) to obtain services that fit 
user features and can be imported and processed to compose 
other services which take advantage of the personalization. 
Moreover, considering the user point of view, while Ubiq-
uiTO provides adapted information without explaining the 
reason why it needs some data, UbiquiTO-S, on the con-
trary, is more scrutable since it allows to know how outputs 
depend on inputs. 

As specified in the introduction, this work is the first 
stage of a project aimed to exploit the technology of Web 
Services and Semantic Web in order to build an Adaptive 
Web Service which provides two kinds of outputs: adaptive 
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services and user model features. This initial phase of our 
work has been focused on the first type of output and in par-
ticular on the semantic discovery phase of the service (out-
put i), by adding semantic information to the service profile. 
The current work includes the definition of the WSDL file, 
of the WSSP profile, of the OWL ontologies and of the 
RDF-RuleML rules that are referred in WSSP to specify re-
strictions and constraints of the input and output messages. 
Our next step will deal with adding semantics to the whole 
process that includes service composition, execution and 
monitoring. Then, we will apply the same approach to offer 
not only personalized service, but also knowledge concern-
ing the user (output ii) taking into account the user privacy 
management [9]. The aim is, to move towards the creation 
of a User Models Service, a Web Service that provides in-
formation about the inferred user features (and the reasoning 
strategies that lead to infer user features, as explained in 
[3]). 
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Abstract. In this paper, we propose an automatic summarization 
server-based architecture for web browsing on handheld devices. In 
particular, we introduce different efficient methods for 
summarizing parts of web pages in real-time. Two main 
approaches have already been proposed in the literature. First, 
some methodologies such as [1] [5] use simple summarization 
techniques to produce results in real-time but clearly lack linguistic 
treatment for reliable content visualization. Second, some works 
apply linguistic processing and rely on ad hoc heuristics [2] to 
produce compressed contents but can not be used in real-time 
environment. As a consequence, we propose a new architecture for 
summarizing Semantic Textual Units [1] based on efficient 
algorithms for linguistic treatment that allow real-time processing 
and deeper linguistic analysis of web pages, thus allowing quality 
content visualization.   

1 INTRODUCTION 
The shift in human-computer interaction from desktop computing 
to mobile real-world interaction highly influences the needs for 
future decentralized user-adaptive systems. Designing personalized 
Web Services such as text summarization for web browsing on 
mobile devices is one of many challenges for the success of 
ubiquitous computing. 
 
For handheld devices, screen size limitation is clearly the issue as 
most web pages are designed to be viewed on desktop displays. 
Indeed, the smallest web page excerpts displayed on any mobile 
device screen can interfere with users’ comprehension, and the 
resulting scrolling is time consuming. 
Some solutions have been proposed to overcome these limitations. 
They usually require an alternate trimmed-down version of 
documents prepared beforehand (e.g. WAP Browsers) or the 
definition of specific formatting styles (e.g. XML Schemas). 
However, this situation is undesirable as it involves an increased 
effort in creating and maintaining alternate versions of a web site.  
 
To solve this problem, we propose an automatic summarization 
server-based architecture for web browsing on handheld devices. In 
particular, we introduce four different efficient methods for 
summarizing subparts of web pages in real-time. Two main 
approaches have already been proposed in the literature. First, 
some methodologies such as [1] [5] use simple but fast 
summarization techniques to produce results in real-time. 
However, they show low quality contents for visualization as they 
do not linguistically process the web pages. Second, some works 
apply linguistic processing and rely on ad hoc heuristics [2] to 
produce compressed contents but can not be used in a real-time 
environment. Moreover, they do not use statistical evidence which 
is a key factor for high quality summarization. As a consequence, 
we propose a new architecture, called XSMobile, for summarizing 
Semantic Textual Units [1] based on efficient algorithms for 

linguistic treatment [3] [4] that allow real-time processing and 
deeper linguistic analysis of web pages, thus producing quality 
content visualization as illustrated in Figure 1. 
 

 
Figure 1. Screenshot of the XSMobile architecture 
 
This paper is divided into five sections. First, we present the 
relevant related work in the area. Second, we talk about text unit 
identification and review the concept of Semantic Textual Units 
proposed by [1]. Third, we emphasize the linguistic treatment we 
apply on each Semantic Textual Units. Fourth, we present some 
implemented summarization techniques. And finally, we explain 
how the information is displayed on the mobile device.  
 
2 RELATED WORK 
[1] is certainly the most relevant first appearing paper of this field. 
They introduced two methods for summarizing parts of web pages. 
Each web page is broken into Semantic Textual Units that can each 
be hidden, partially displayed, made fully visible, or summarized. 
However, their work is built on old well known techniques for text 
summarization and do not introduce linguistic processing (except 
stemming) to remain real-time adaptable as processing is handled 
by the mobile device. 
 
In order to introduce more knowledge compared to the previous 
model, [5] propose a fractal summarization model based on 
statistical and structure analysis of web pages. Thus, thematic 
features, location features, heading features, and cue features are 



     
        

 

adopted. Their architecture first generates a skeleton of a summary 
and its details are generated on demands of users. Comparatively to 
[1], [5] propose a more organised structure but do not use any 
linguistic processing although they work on basis of a three-tier 
architecture which provides more processing power. 
 
[2] are the first to introduce some linguistic knowledge into the 
process of text summarization. They use a parser to perform text 
segmentation and morphological analysis. In particular, they apply 
linguistic patterns for sentence compression rather than for 
sentence extraction. For example, some names are replaced with 
their acronyms and some adjectives may also be removed. The 
major drawback of this approach is the lack of statistical analysis 
which is a key factor for high quality summarization. 
 
In XSMobile, our objective is to use both statistical evidence and 
linguistic processing for sentence extraction in real-time. For that 
purpose, we use two efficient linguistic softwares (the TnT tagger 
[3] and the SENTA multiword unit extractor [4]) and propose new 
sentence weighting schemes. To our knowledge, this is the first 
attempt to use both statistical and linguistic techniques for text 
summarization for browsing on mobile devices. 
 
3 TEXT UNITS IDENTIFICATION 
One main problem to tackle is to define what to consider as a 
relevant text in a web page. Indeed, the summary of a web page 
will be created on the basis of the text extracted by the web server. 
However, web pages often do not contain a coherent narrative 
structure [7]. So, the first step of any system is to identify rules for 
determining which text should be considered for summarization 
and which should be discarded. 
 
For that purpose, [8] propose a C5.0 classifier to differentiate 
narrative paragraphs from non narrative ones. However, 34 
features need to be calculated for each paragraph which turns this 
solution impractical for real-time applications.  
 
In the context of automatic construction of corpora from the web, 
[9] propose to use a language model based on Hidden Markov 
Models (HMM) using the SRILM toolkit [10]. This technique is 
certainly the most reliable one as it is based on the essence of the 
language but still needs to be tested in terms of processing time3. 
 
Finally, [1] propose Semantic Textual Unit (STU) identification. In 
summary, STUs are page fragments marked with HTML markups 
which specifically identify pieces of text following the W3 
consortium specifications. However, not all web pages respect the 
specifications and as a consequence text material may be lost. In 
this case, unmarked strings are considered STUs if they contain at 
least two sentences. It is clear that the STU methodology is not as 
reliable as any language model for content detection but on the 
opposite it allows fast processing of web pages. 
 
So, any requested web page is first divided into STUs (i.e. 
narrative paragraphs) so that further linguistic processing can be 
performed to identify relevant information about the text. 
 
4 LINGUISTIC PROCESSING 
On the one hand, single nouns and single verbs usually convey 
most of the information in written texts. They are the main 

                                                            
3 By the time of implementation, this solution was unknown to us and as a 
consequence was not considered, but will be tested in future work. 

contributors to the "aboutness" of any text. On the other hand, 
compound nouns (e.g. hot dog) and phrasal verbs (e.g. take off) are 
also frequently used in everyday language, usually to precisely 
express ideas and concepts that cannot be compressed into a single 
word. So, compound nouns and phrasal verbs provide good clues 
for text content description. As a consequence, identifying these 
lexical items is likely to contribute to the performance of the 
extractive summarization process [11]. For that purpose, we apply 
to each STU the following linguistic treatment.  
 
Each STU in the web page is first morpho-syntactically tagged 
with the TnT tagger [3] which is an implementation of the Viterbi 
algorithm for second order Markov Models [12]. The main 
paradigm used for smoothing is linear interpolation and respective 
weights are determined by deleted interpolation. Unknown words 
are handled by a suffix trie and successive abstractions. As a 
summary, TnT is an efficient tagger in terms of processing power 
and reaches precision results around 96% to 99%. 
 
Once morpho-syntactically tagged, each STU is processed by the 
SENTA multiword unit extractor [4]. SENTA combines an 
association measure called Mutual Expectation with an acquisition 
process based on an algorithm of local maxima called 
GenLocalMaxs over a data set of positional ngrams. Its efficient 
implementation shows time complexity Θ(N log N) where N is the 
number of words to process. It is based on the definition of masks 
that virtually represent any positional ngram in the text and applies 
a suffix-array data structure coupled with the Multikey Quicksort 
algorithm [13] to compute positional ngram frequencies in real-
time.  
 
Both softwares are freely available and flexible for any language as 
the TnT can be trained on any tag set and SENTA is an 
unsupervised statistical parameter-free architecture. This is an 
important remark as our architecture can easily be adapted to other 
languages and as a consequence is totally portable. 
 
Then, we apply some heuristics to define quality multiword units 
for content visualization. So, multiword units that do not respect 
the following regular expression are filtered out: 
 
[Noun Noun* | Adjective Noun* | Noun Preposition Noun | Verb Adverb]. 

 
This technique is usual in the field of Terminology [14]. A good 
example can be seen in Figure 1 where the multiword unit “Web 
Services” is detected, where existing solutions would at most 
consider both words “Web” and “Services” separately. This would 
lead to less expressiveness of the content of the STU and may 
imply text understanding errors. 
 
Finally, we remove all stop words present in the STU. This process 
allows faster processing of the summarizing techniques as the 
Zipf’s Law [15] shows that stop words represent 1% of all the 
words in texts but cover 50% of its surface. 
 
5 SUMMARIZATION TECHNIQUES 
Once all STUs have been linguistically processed, the next step of 
the extractive summarization architecture is to extract the most 
important sentences of each STU. In order to make this selection, 
each sentence in a STU is assigned a significance weight. The 
sentences with higher significance become the summary candidate 
sentences. Then, the compression rate chosen by the user defines 
the number of sentences to present on the screen of the device. 



     
        

 

For that purpose, we implement four basic extractive techniques: 
the simple tf.idf, the enhanced tf.idf and the two methodologies 
proposed by [1]. It is clear that more powerful methodologies exist. 
However, there are not still tailored for fast processing [11], 
although some research is done in this direction [16].  
 
In the following subsections, we will explain the simple tf.idf and 
the enhanced tf.idf methodologies and introduce the cluster 
methodology proposed by [1]. 
 
5.1 Simple tf.idf 
This methodology is simple and mainly used in Information 
Retrieval [6]. The sentence significance weight is the sum of the 
weights of its constituents divided by the length of the sentence.  
 
A well-known measure for assigning weights to words is the tf.idf 
score [17]. The idea of the tf.idf score is to evaluate the importance 
of a word within a document based on its frequency and its 
distribution across a collection of documents. The tf.idf score is 
defined in Equation 1 where w is a word, stu a STU, tf(w, stu) the 
number of occurrences of w in stu, |stu| the number of words in the 
stu and df(w) the number of documents where w occurs. 
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In our case, we processed all idf4 values from a collection of texts: 
the DUC 2004 collection5 plus all the texts in our test website. In 
particular, all texts of the collection have been linguistically 
processed as explained in Section 4.  
 
So, the sentence significance weight, weight1(S, stu), is defined 
straightforwardly in Equation 2 
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where |S| stands for the number of words in S and wi is a word in S. 
 
5.2 Enhanced tf.idf 
In the field of Relevant Feedback, [6] propose a new score for 
sentence weighting that proves to perform better than the simple 
tf.idf. In particular, they propose a new weighting formula for word 
relevance, W(.,.). In fact, this is a refinement of the tf.idf measure 
and it is defined in Equation 3 
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where argmax(tf(w,stu)) corresponds to the word with the highest 
frequency in the STU.  
 
Based on this weighting factor, [9] define a new sentence 
significance factor weight2(S,stu) that takes into account the 
normalization of the sentence length. The subjacent idea is to give 
more weight to sentences which are more content-bearing and 

                                                            
4 The idf is the second argument of the product in Equation 1. 
5 The DUC 2004 corpus is available at http://duc.nist.gov/. 
 

central to the topic of the STU i.e. which contain a higher 
proportion of words with high tf.idf as shown in Equation 4 
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where argmax(|S|) is the length of the longest sentence in the STU. 
 
5.3 Cluster methodologies 
Luhn suggested in [19] that sentences in which the greatest number 
of frequently occurring distinct words are found in greatest 
physical proximity to each other, are likely to be important in 
describing the content of the document in which they occur. [1] 
based their sentence ranking module on this paradigm. 
 
The procedure proposed by [1], when applied to sentence S, works 
as follows. First, they mark all the significant words in S. A word is 
significant if its tf.idf is higher than a certain threshold T. Second, 
they find all clusters in S such that a cluster is a sequence of 
consecutive words in the sentence for which the following is true: 
(i) the sequence starts and ends with a significant word and (ii) 
fewer than D insignificant words must separate any two 
neighboring significant words within the sequence. This is 
illustrated in Figure 2 where “*” are significant words and D=2. 
 

 
Figure 2. Cluster representation taken from [1]. 
 
Then, a weight is assigned to each cluster. This weight is the sum 
of the weights of all significant words within a cluster divided by 
the total number of words within the cluster. Finally, as a sentence 
may have multiple clusters, the maximum weight of its clusters is 
taken as the sentence weight. 
 
6 VISUALIZATION 
The last part of the process is the visualization phase. For that 
purpose, the user can choose one option from a set of five levels of 
visualization for each summarization methodology as shown in 
Figure 3. In particular, at installation time, a link to this 
configuration page is automatically inserted in each page of the 
website. As a consequence, the user can choose a different 
visualization mode for each browsed web page. This mechanism is 
handled by cookies. 
 
Following the same strategy as in [1], the user can choose between 
the following five options: (1) first characters of the most relevant 
sentence in the STU6 and no summarization, (2) five most relevant 
keywords7 in the STU and no summarization, (3) first characters of 
the most relevant sentence in the STU and summarization, (4) five 

                                                            
6 This is the same idea as web snippets. 
7 Here, keyword stands for the most relevant lexical items in the STU 
according to the word weighting factor.   



     
        

 

most relevant keywords in the STU and summarization, (5) no 
processing of the web page.  
 

 
Figure 3. Screenshot of the XSMobile configuration page. 
 
It is clear that for levels 3 and 4, the user must define the 
summarization compression rate, C. Each STU is then summarized 
according to C i.e. E(C.|S|) significant sentences are presented in 
order of relevance where E(.) is the floor function, C, the 
compression rate and |S| the number of sentences in the STU. 
 
In order to help the user in its search for information, we also 
define a degree of significance of each STU. So the more relevant a 
STU is, the bigger its associated magnifying glass will be as shown 
in Figure 1. The significance factor of a STU is simply calculated 
as in Equation 5 
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where j (j=1..4) defines the significance sentence weight formula. 
This weight is then normalized among all STUs in the web page so 
that its value ranges between [0..1] i.e. it represents its percentage 
of relevance compared to all other STUs relevance weights.  
 
Finally, image compression rate is also accessible to the user. In 
this case, the process is performed by reformulating the <img> tag 
i.e. by modifying/inserting the width and height attributes. This 
process reduces both the size of the picture on the screen and the 
size of the picture to be transferred on the network. We are aware 
that this compression rate is not ideal but some improvements will 
be introduced in future work. 
 
7 CONCLUSION AND FUTURE WORK 
In this paper, we proposed an automatic summarization server-
based architecture for web browsing on handheld devices. Unlike 
previous works [1] [2] [5], it is based on efficient algorithms [3] [4] 
for linguistic treatment that allow real-time processing and deeper 
linguistic analysis for quality content visualization. The first results 
are every encouraging in terms of (1) quality of the content of the 

summaries, especially with the enhanced tf.idf, (2) processing time 
although the architecture is not still distributed over different 
processing units and (3) user interaction satisfaction. However, 
many improvements must be taken into account. Immediate future 
work involves applying a language model for content detection 
instead of the STU strategy. Another important improvement has to 
do with document structure. Indeed, hierarchical display is suitable 
for navigation of large documents and it is ideal for small area 
displays [5]. But, unlike [5], we intend to apply a hierarchical 
graph-based overlapping clustering algorithm [18] to automatically 
infer from text content only the relationships between text subparts. 
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Abstract. The paper proposes meta-ontology of the user modelling 
field. This structured approach based on methodology of knowl-
edge engineering may facilitate the research activity. It features on-
tology or conceptual domain structure design and refinement as a 
kernel and guide for a fruitful and meaningful research roadmap. 
Ontology is meant to structure the state-of-the-art in the field and 
serves as a central reference point and as guiding tool to do re-
search, index systems, papers and learning media. Such ontology 
may help graduate and post-graduate students to shape the proper 
framework for their study of such multi-faceted and multi-
disciplinary field as “User Modelling”. 

1 INTRODUCTION

Doing research is a creative and challenging activity. Young re-
searchers use a lot of informal rules-of-thumb advice that may help 
but not a systematic guidelines. This paper presents a framework 
that may be helpful for the self-guided students and young supervi-
sors. In addition, it details an approach to promoting integrity dur-
ing the education of researchers, including how to develop an 
effective thesis. Providing a framework for research in user model-
ling (UM) this paper may be essential for anyone concerned about 
methodology of scientific study. 

All researchers are knowledge workers. Ontology may serve as 
a common language to all of the researchers as ontology is an ex-
plicit specification of a conceptualization [11]. Describing ontol-
ogy is describing the skeleton of the problem. It is not only a 
description, it is an explanation and clarification of new knowledge 
that was worked out. From a philosophical viewpoint, “ontology” 
(without the indeterminate article and with the uppercase initial) is 
the branch of philosophy which deals with the nature and the or-
ganization of reality.

The area of user modelling (UM) currently possesses a great 
deal of heterogeneity. The terminology is still not standardized. A 
lot of terms have multiple synonyms (e.g. behavioural user model, 
feature-based user model, individual user model) and terms are of-
ten fuzzy.

There exist a lot of approaches to UM but a common schema 
that would attempt to classify them all has not been proposed yet. 
Such lack of structure makes attempts to conduct novel research or 
implement known approaches in the area of UM quite a demanding 
task.

This is why we propose a classification, an ontology of UM 
field that may work as a central reference point, just like ACM 
computing classification system (ACM CCS) [2]. Such ontology 
helps to present the current state of the art in a visual structured 
form and may serve as a teaching tool or the basis for comparing 
papers and pieces of research in the specific area of UM. Now on-
tologies aim at capturing domain knowledge in a generic way and 
providing a commonly agreed understanding of a domain, which 
may be reused and shared across applications and groups [10].

2 ONTOLOGICAL ENGINEERING – FIRST 
STEPS.

Neches and colleagues [19] gave classical definition as follows 
“An ontology defines the basic terms and relations comprising the 
vocabulary of a topic area as well as the rules for combining terms 
and relations to define extensions to the vocabulary”. Fig.1 illus-
trates our view on main ontological classifications.

Ontology is a set of distinctions we make in understanding and 
viewing the world. Visual approach to present ontology is not only 
compact but also very comprehensive. It makes ontology a power-
ful mind tool [15, 10].

Using some of design criteria set of principles that have been 
proved as useful in the development of ontologies [11, 17, 21] and 
generalising our experience in ontology development [10] we can 
propose one simple recipe in a nutshell comprising 4 steps for vis-
ual ontology development:
1. Glossary development – selecting and verbalizing the essential 

domain concepts.
2. Laddering – defining the main levels of abstraction. It is also 

important for the next stages of the design to elucidate the 
type of ontology according to classification.

3. Disintegration/Categorization –breaking high level concepts 
into a set of detailed when needed (top-down strategy) and as-
sociating similar concepts to generalize meta-concepts (bot-
tom-up strategy.

4. Refinement – updating the visual structure by excluding the 
excessiveness, synonymy, and contradictions.

The main goal of the above mentioned  algorithm is to create a 
visually appealing ontology that means that ontology developer 
should observe conceptual balance (‘harmony’) and clarity of the 
ontology [6,10]. A well-balanced ontological hierarchy equals a 
strong and comprehensible representation of the domain knowl-
edge. Here are our tips on how to achieve ‘harmony’. First, sibling 
concepts should present objects of the same level of granularity 
and should be linked to the parent concept by one type of relation-
ship. Second, the depth of the branches should be more or less 
equal (±2 levels). Third, the general outlay should be symmetrical. 
Fourth, cross-links should be avoided as much as possible.

Ontology clarity can be achieved by optimizing the number of 
concepts and types of the links between them. Minimizing the 
number of concepts is the best tip according to Ockham’s razor 
principle. The maximal number of branches and the number of lev-
els should also follow well-known 7±2 rule by Miller. The type of 
relationship should be clear and obvious if the name of the rela-
tionship is omitted. 

Such balanced ontological framework scaffolds the research ac-
tivity.
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3 ONTOLOGIES FOR RESEARCH

Traditional approach to research may be formulated in general as a 
set of 8 sequential steps proposed by Jenkins [14, 15] to describe 
major research processes. It is a simplification as the process is 

really iterative:
1. Idea 
2. Library research  
3. Research topic 
4. Research strategy
5. Experimental design

6. Data capture
7. Data analysis
8. Publish results

Ontological approach can facilitate practically all the named 
steps with the aid of visual mapping schemes which serve as a vi-
sionary mind tool and structured framework.  Any researcher is in 
a role of knowledge analyst and he has to describe concepts repre-
senting entities or `things' within a domain or approaches, tasks, 
functions, actions, strategies, reasoning processes, etc. Then is the 
turn of relations describing the interactions between concepts or a 
concept's properties. 

Fig. 1. Ontology Structure

Fig. 2. User Modeling Meta Ontology (UMMO) top levels and one of the branches



    

3

Then new approach to conduct systemically more structured re-
search may be proposed. This approach is based on developing of a 
set of ontologies, e.g.:
 Problem-definition ontology (ontology N1 describing main 

concepts) and ontology of reviewed approaches (ontology N2 
presents genealogy and/or taxonomy describing the history 
and main branches of the  domain problem),

 Experiment framework design (ontology N3 presenting ex-
perimental conception) and data structure ontology (ontology 
N4 presenting input and output data),

 Mathematical modelling and main results ontology design 
(ontology N5 describing results), etc.

4 MODELING UM META ONTOLOGY 

The development of UM Meta Ontology (UMMO) is a part of 
wider research aimed at development of user model centred learn-
ing portal. UMMO is an attempt to externalize the current ap-
proaches, techniques, and tools. 

Creating ontology is a procedure that cannot be fully automated 
since ontology development is a rather creative process. But major 
works in the ontological engineering field deal with syntax prob-
lems, not semantics. Until now, only few effective domain-
independent methodological approaches have been reported. How-
ever, in practice each development team usually follows their own 
set of principles, design criteria, and steps in the ontology devel-
opment process. 

The current version of UMMO presented in this paper (Fig.2)  
was developed in part by extracting information about user model-
ling domain from various sources [1, 3, 8, 9, 12,17, 21,22] and in 
part by eliciting knowledge of experts (auto-elicitation of co-
authors so far). The process of UMMO development was guided by 
the aforementioned algorithm. At the glossary development stage 
performed both semi-automatically (keyword extraction) and 
manually a set of roughly 150 terms was extracted up to this mo-
ment. The laddering, generalization, and refinement stages have 
gone through 10 extensive iterations. A special attention was paid 
to generalization, since some of the concepts in the UM field have 
multiple terms associated with them. E.g. behavioural user model, 
feature-based user model, and individual user model are all syno-
nyms. Monosemic terms were grouped in clusters, the dominated 
term was chosen at the authors’ discretion.

Presented ontology is an upper one that is a hybrid of problem-
definition and approach describing ontologies (N1 and N2 from 
previous paragraph). It is now under re-engineering process and is 
open to wider discussion with colleagues. 

5 CONCLUSION

Ontology development is rather easy for «old» sciences with good 
structure. Ontological engineering for new, multi-disciplinary and 
ill-structured disciplines as UM faces a bunch of difficulties in de-
sign and development. Ontologies also are rather subjective. 

Our paper presents one of the first attempts to show the vision-
ary role of ontologies. They are good for better self-understanding 
of research and then for knowledge sharing. The challenge of such 
meta-ontology is not to identify the lower level concepts that corre-
spond to the individual approaches, but to work out and verbalize 
the meta-level concepts that would help generalize about UM 
methodology. The role of UMMO is manifold. First, UMMO is an 
important uniform framework to structure this science field in gen-
eral. Second, it can be used for teaching UM. Since the field is 
large and really ill-structured, UMMO is useful as an indexing tool 
for the learning material.
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Ambient Audio Notification with Personalized Music
Ralf Jung 1 and Dominik Heckmann 2

Abstract. In this paper we present a user adaptive approach for an
ambient audio notification application for multi-user environments.
We provide a user centralized notification system working unobtru-
sively by embedding audio cues in an ambient soundscape by con-
necting the u2m.org user modeling service. First we introduce the
ambient notification system for intelligent environments followed by
the identification of extension properties for the user model ontology
to get an ambient user adaptive notification service. This short paper
should be seen as work in progress that addresses the currentresearch
field combining ubiquitous computing and user modeling.

1 Ambient Audio Notification

1.1 Background

In most instrumented environments the visual sense is the primari-
ly used of all human senses. Today‘s user interfaces are focused on
visual output for human-computer interaction and ambient media re-
presentation [4]. The use of audio signals is limited to simple warning
cues and system feedbacks that work in an obtrusive and indiscreet
way. Another unwanted side effect in multi-user environments is the
distraction of present people from their current tasks. Existing audio
notification systems often use sounds of everyday life like birdsongs,
wind and rain noises [9]. These audio cues also work in an unob-
trusive way but they can not be personalized by the users desire and
the claim of privacy is also not taken into account. Other approaches
dealing with multi-user environments with respect to an unobtrusive
notification transmit the audio signal to the users wirelessheadphone
[10].

1.2 Seamless Notification in Ambient Soundscapes

To prevent the disturbing effect of a traditional notification signal we
developed a system that works in a more peripheral and discreet way
[2]. We composed and recorded two ambient soundscapes and a jazz
standard with respect to some constraints arised from cognitive psy-
chological and musical conditions that have an influence on human
perception [3]. Musical factors like rhythm, melody and harmony can
have an impact on the listeners behavior. For example, a smooth mid-
tempo ballad song played on a comfortable volume level will have a
more calming effect on the listener than a fast and loud rock song.
Certainly the instrumention of the soundscapes plays another impor-
tant role. The arrangement and recording of every single instrument
give us the full control of all musical and structural elements. For the
composition of the notification melodies we paid attention on several
harmonical constraints especially on the well-knownGESTALT-laws

1 Saarland University, Germany, rjung@cs.uni-sb.de
2 German Research Center for Artificial Intelligence (DFKI),Germany, heck-

mann@dfki.de

to make sure that the notification signal can easy be recognized by
the task user [11].

The system consists of a background soundscape (core song) and
the optional notification instruments (audio cues) that can be selected
by the user. For test purposes, we implemented a demo interface in
Java that includes a control area in which the composed soundscapes
can be selected. The available notification instruments forthe se-
lected soundscape can now be matched to the users position inthe
room overview window. If a registered user shall be notified the sys-
tem mixes his/her instrument in the current core song and directed
the audio cue at the users position. Each instrument can onlybe se-
lected once to prevent misunderstanding or the users can select group
notification where several people are mapped to the same instrument.
The efficiency of the system especially the instrument identification
rate and the recognition delay were checked in a user test with 28
participants with the result that instrument notification signals were
nearly as good as a traditional beep signal [8]. Also the acceptance of
the ambient soundscape in the background was high and most ofthe
participants annotated that the soundscapes have a comfortable and
calming effect on them. To realize an individual and user designed
notification system we identified four components that are interest-
ing for the integration in the user model.

1. Musical Genre.
The fovorite music style of each user can be represented in
the user model to increase the acceptance of the soundscapes
(Fig. 1(a)). With that information the system can recommenda
soundscape from the sound repository.

2. Musical Instrument.
Users have the ability to choose their audio cues depending from
the previous selected soundscape. Since they have to be ableto
identify their notification instrument they have to know howit
sounds (Fig. 1(b)).

3. Location Information.
The user model could also provide information about the actual
position of each user. That‘s especially important for multi-user
environments to guarantee a non-disturbing notification byusing
a spatial audio system [12] for sending the audio cue near thetask
user position. The actual indoor position will be calculated on the
users PDA by combining user coordinates received by RFID tags
and IR beacons [1].

4. Physiological State.
We also want to consider the emotional state of the user to make
sure that the notification signal fits to the actual mental state of the
user. We plan to infer this information by monitoring several data,
for example heartbeat and blood pressure via biosensors.



Figure 1. Selected Music Genre (a) and Musical Instruments (b) in the
UbisWorld Ontology

2 Making Use of an Application Independent
Ubiquitous User Modeling Service

The semantics of the described user model dimensions that are of
interest for the ambient audio notification service are defined in the
general user model ontology GUMO [7], which is defined in the se-
mantic web language OWL. For our project we apply an application-
independent ubiquitous user modeling service, that is based on this
GUMO ontology. It manages information about distributed user mod-
els on several user model servers, taking privacy issues into consid-
eration. A detailed description of the user modeling systemcan be
found at [6]. The ambient audio notification service can retrieve in-
formation from these servers and add new personalized data,like
situational statements, to the server. The user models are described
in UserML and can be exchanged between user adaptive systemsvia
internet for easy and fast access.

3 User Adaptive Sound Notification

We enable the user to configure his/her personal profile manually
with an online user model editor (seewww.ubisworld.org). However,
the adaptive system can realise automatic configuration with the help
of the User Model Exchange Services. The following listing shows
an example how the adaptive system can retrieve Stefano‘s interest
in the music genre Jazz via a simple HTTP request.

http://www.u2m.org/UserModelService.php?
subject=Stefano&auxiliary=hasInterest
&predicate=Jazz

In the UserML approach [5] the division of user model dimen-
sions into three main parts is one of the main concepts that has to be
achieved. Figure 2 shows the parts auxiliary, predicate andrange and
three optional meta attributes: situation, privacy and explanation.

Figure 2. The Structure of User Model Dimensions

The actual user position is calculated on the PDA with the help
of Dynamic Bayesian Networks and added via WLAN to the Ubis-
World repositories of situational statements. The collected data can
be requested by the ambient notification service that mappedthe user
data to the notification parameterssoundscapes, notification instru-
ments, spatial audio coordinatesandaudio settings(Fig. 3). The no-
tification signal can be activated by an occuring event (e.g.incoming
email).

Figure 3. Overview of thePersonalized Ambient Audio Notification
(PAAN)framework

4 Conclusion and Future Work

The main contribution of this short paper is the innovative idea of
ambient audio notification with personalized music by enhancing the
already existing seamless user notification service with a ubiquitous
user model exchange service. The result is a new user adaptive noti-
fication service for instrumented rooms that fits the idea of ambient
intelligence.

Further work includes the extension of the ambient notification
service towards location awareness and context sensitive applica-
tions. At the moment we are working on a mobile version to get the
users position from an indoor positioning system, then we map these



coordinates to the spatial audio framework to get a more discreet and
precise notification. One of the task scenarios will be a conference
room where the users meet, the system gets their position viaPDA
and checks periodically the mail account of the user. By receiving an
email with an individual preselected keyword in the subjectline, the
system will configure the spatial audio system to the refreshed coor-
dinates of the task user and mix seamlessly his personal notification
instrument in the ambient background sound. The non-disturbing no-
tification with personalized audio cues will be a powerful tool in a lot
of daily situations e.g. in waiting rooms on railway stations and air-
ports, examination rooms, museums and presentations.
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Abstract. Human-centered and user-adaptive systems are at the 
heart of the Design for All and Ambient Intelligence initiatives. 
Obviously, user models are necessary “ingredients” of such sys-
tems. We present a user model for navigation systems (mainly pe-
destrian), which is based on relevant human wayfinding and 
navigation theories. We represent this model through a Semantic 
Web ontology and show how it can be incorporated in an indoor 
navigation system called OntoNav, which enables personalized 
path selection. 

1 INTRODUCTION  

Gluck [1] defines wayfinding as “the procedure that is used for the 
orientation and navigating, in order an individual to navigate from 
one place to another, especially in very huge and complex envi-
ronments indoors or outdoors”. In general, it is a particularly de-
manding process, which requires the mobilization of a number of 
cognitive/mental processes, besides the kinetic ones. Such process 
is, naturally, executed unconsciously for the majority of people. 
However, for certain categories of individuals, with certain abili-
ties/disabilities considering their cognitive and/or physical status, 
wayfinding and navigating may be an extremely cumbersome 
process. Hence, a “one-size-fits-all” approach does not apply to 
pedestrian navigation. Personalization of navigation is required and 
it necessitates the establishment of some appropriate user model 
that will be taken into consideration when a) computing possible 
navigation paths, b) selecting the “best” path and c) guiding the 
user through it by giving her appropriate instructions.   

In this paper we present the main theories regarding navigation 
and their relevance to user models. We exploit such knowledge in 
order to build a User Navigation Ontology (UNO) that can be used 
in a navigation system for personalized path selection. Specifically, 
UNO is an ontology that was developed for modeling users based 
on their individual characteristics that influence a) navigational de-
cisions (i.e., selection of the optimum path), and b) the form and 
the means that these navigational decisions are communi-
cated/presented to them. In order to put the presented model in the 
context of a navigation system we briefly describe OntoNav, an in-
door navigation system implemented with Semantic Web tech-
nologies. 

The organization of the rest of the paper is as follows. In Sec-
tion 2 we present some theoretical foundations on pedestrian way-
finding and navigation. Additionally, we outline the basic 
principles and concepts of a navigation-oriented user model. A 
more formal specification of these concepts is provided in Section 
3, where the core of the UNO ontology is presented. In Section 4 
we present the basic functionality of OntoNav, while in Section 5 
we describe some related work that has partially influenced our 
work. The paper concludes with directions for future research. 

2 MODELING USERS FOR NAVIGATIONAL 
PURPOSES  

2.1 Human Navigation and Wayfinding Theories 

Wayfinding is a fundamental human activity and an integral part of 
everyday life. Individuals are mainly using their knowledge and 
previous experience with geographic spaces in order to navigate 
from one location to another. As a result, a huge amount of re-
search literature from the fields of cognitive science, psychology 
and artificial intelligence examines the mechanisms that enable 
humans to find their way in unknown and complex environments. 
In the following paragraphs we discuss the main theoretical ap-
proaches to human wayfinding and navigation that have influenced 
our work. 
 
Wayfinding 
 
Downs and Stea [2] suggested that wayfinding involves the follow-
ing four steps: 
    1. Orientation:  Finding out where someone is with respect to 
nearby landmarks and the navigation destination. 
    2. Route Selection:  Selecting a route, under certain criteria, that 
will eventually lead the individual to the desired destination. 
    3. Routing Control: Constant control and confirmation that the 
individual follows the selected route.   
    4. Recognition of destination: The ability of an individual to re-
alize that she has reached the destination or is located in a nearby 
area. 

In general, the wayfinding ability of individuals is greatly influ-
enced by a number of factors, based on findings from research in 
human neurophysiology [3]. The most important of these are:    
    1. Individual Characteristics (e.g., age, sex, cognitive develop-
ment, perceptual capability, mental and physical condition).  
    2 Characteristics of the environment (e.g., size, luminosity, sign-
age, utilization, structure, familiarization with it). 
    3. Learning Processes (e.g., learning strategies, learning condi-
tions, learning abilities).  

Furthermore, the wayfinding ability of individuals is mainly af-
fected by the following four factors: spatial ability, fundamental 
information processing capabilities, prior knowledge of the envi-
ronment and motor capabilities. Spatial ability can be defined as 
the ability of every individual to perceive the surrounding envi-
ronment with its sensing and cognitive mechanisms. This ability 
includes all cognitive procedures that are used whenever we are 
learning our environment and comprehend correlations among its 
elements. This leads to spatial consciousness, which describes the 
degree to which an individual understands/reacts with the envi-
ronment using her spatial ability. Thus, wayfinding is a dynamic 
and demanding cognitive procedure, which involves many spatial 
and navigational abilities. Moreover, similarly to every other hu-
man activities, not every individual has the same navigational skills 
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[4]. This fact calls for a classification of potential users of a naviga-
tion system so that it could provide its services in a way tailored to 
their specific cognitive and physical abilities/disabilities. 
 
Navigational Awareness 
  
Navigational awareness is defined as the wayfinding task which 
takes place when the individual who navigates in an area has com-
plete knowledge of the navigation environment. There are two dis-
tinct types of navigating through an environment, with significant 
differences between them. The first navigation type is based on 
what is called procedural or route knowledge. The procedural 
knowledge is human centered (ego-referenced) and is mainly ac-
quired through personal exploration of an unknown environment. 
The main characteristic of the procedural knowledge is that, while 
an individual can navigate from one landmark to another in a 
known route, she has no other knowledge about alternatives routes 
(fastest, quickest, etc.). The second type of navigation is based on 
the survey knowledge. Such knowledge is acquired through itera-
tive multiple explorations of an area following different path each 
time. This type of survey knowledge is characterized by its ability 
to support distinctive places of the environment (landmarks) as ref-
erence points and, thus, is called world-referenced.  

Research in this area has shown that acquiring complete knowl-
edge of unknown, big and complex areas is a dynamic process, 
which involves four distinct steps [5]: 
    1. Recognition of landmarks: Objects may constitute landmarks 
for two reasons a) for their distinguishing characteristics, and b) 
due to their individual significance [6]. Objects can be distinguish-
able because of their architectural style, size, or color [7]. More-
over, objects can become significant landmarks whenever they 
provide navigational information (e.g., when they are positioned at 
a crossroad or junction, at big interior halls that connect different 
corridors, etc.).  
    2.  Correlation of routes or connections with landmarks:  Routes 
and connections are formed while navigating between two land-
marks.  Acquiring route knowledge is highly correlated with the 
process of recognizing landmarks, which can be recalled with the 
same cognitive mechanism that is used to recall a route at a future 
time. This step is the cognitive procedure of matching routes with 
landmarks.   
    3.  Primary Survey Knowledge: This type of knowledge is ac-
quired after a thorough survey and exploration of the navigation 
environment. When acquired, it provides the means to calculate 
different routes and to estimate the distance between landmarks.  
    4. Area–Route Segmentation:  This step provides the mecha-
nisms to decompose a huge area to smaller segments/regions. Such 
smaller regions are parts of bigger regions, which in turn form 
other bigger ones and so on.  This “segmentation procedure” en-
ables the individual to mentally focus on regions relevant to its 
navigation task, to discover relations between different spaces, and, 
thus, by minimizing the amount of information to be processed op-
timizes the navigating performance of an individual.  

2.2 Navigation-oriented User Modeling  

According to the previously presented theoretical findings, a navi-
gation-oriented User Profile (UP) is based on attributes from the 
following categories/components (see Figure 1): 

1. General User Demographics: This category captures all the basic 
user information such as name (required only for user identification 
and profile indexing, thus it can simply be a nickname), age, gen-
der, as well as a series of optional information, e.g., communica-

tion details, etc. (if required by the application for billing, statistical 
or other reasons).  

 
Figure 1. Components of a navigation-oriented User Profile 

 
2. Mental/Cognitive Characteristics: this category captures all in-
formation considering user’s mental/cognitive abilities as follows:   
    i. Consciousness functions: in this Boolean attribute the system 
captures the existence of possible malfunctions in the user con-
sciousness abilities. Such abilities correspond to general mental 
functions which control user’s state of awareness and alertness. 
    ii. Orientation disability: This Boolean attribute captures user’s 
orientation ability, which corresponds to knowing and ascertaining 
her relation to oneself, to others, to time and to the surrounding en-
vironment. This ability describes the cognitive abilities that an in-
dividual must possess in order to be able to navigate in a 
geographical space. Hence, potential malfunctions in this ability 
significantly hinder the navigation procedure. 
     iii. Mental disabilities: This Boolean attribute holds true if the 
user has disabilities considering her mental functions (mental im-
pairment, Alzheimer disease, etc.).   
    iv. Mental functions considering user’s behavior and personal-
ity: In this subcategory the system captures behavioral and person-
ality characteristics such as introversion–extroversion, social 
abilities, psychic and emotional stability. These characteristics dif-
ferentiate one person from another and this knowledge is used for 
the personalization of the routing instructions. As discussed in [9], 
such information affects the way that an individual comprehends 
and follows routing instructions. 
    v. Concentration to an objective: The World Health Organiza-
tion defines this mental function as “the mental ability of an indi-
vidual to remain focused on an external stimuli or an internal 
experience for a certain period of time”. Difficulty on this function 
is more often met in elderly people, teenagers and children.   
    vi. High level cognitive functions: this category considers diffi-
culties in high level cognitive functions, such as decision making, 
planning and execution of actions and plans, degradation of mem-
ory functions, etc. Potential malfunction of any of these cognitive 
functions may lead to difficulties for the users to understand and 
execute complex instructions in a timely manner. Therefore, a 
navigation system should be able to correspond to such information 
by selecting proper paths and customizing the routing instructions 
in a way suitable for a user suffering from such impairments. 
3.  User’s Sensory Abilities: Sensory impairments affect the way a 
user exploits her sensing abilities (especially viewing and hearing) 
during wayfinding. This category is further divided to two subcate-
gories: visual and audile abilities. The visual abilities of users can 
be categorized using the following main criteria: 
    i. Visual Sharpness: A: perfect, -B: good, -C: medium, -D: bad.   
    ii. Visual Quality: Impairment in this ability affects the way an 
individual perceives light, color, texture, contrast and, in general, 
the quality of user’s vision. Possible quality values are – A: perfect, 
-B: good, -C: medium, -D: bad.   
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The audile abilities of users are divided in four categories – A: 
perfect, -B: good, -C: medium, -D: bad, (where A means that the 
user has full hearing ability and D that she cannot hear at all).  
4. User’s Motor Abilities: This category captures a user’s ability to 
move from one place to another with respect to the way she con-
trols and coordinates her movement. Motor abilities refer to all ki-
netic abilities of users and not only to those associated to their 
mobility, although the latter are more important from the perspec-
tive of navigation. Users are categorized as having:  
    i. Autonomous mobility without assistive devices 
    ii. Mobility supported by an escort (with or without assistive de-
vices). 
    iii. Autonomous mobility with wheelchair. 
    iv. Autonomous mobility with assistive devices (other than 
wheelchair)  

Note that the user profile of a user supported by an escort should 
be the profile of the escort, since the latter is responsible for the 
navigation of the disabled user.  
5. Navigational Preferences:  This category captures user’s naviga-
tional preferences. Typical preferences are: 
    i. No specific preferences. 
    ii. Selection of the shortest route first. 
    iii. Selection of the fastest route first. 
    iv. Preference in most “popular” path elements (e.g., main corri-

dors and stairs). 
    v. Avoidance of stairs. 
    vi. Avoidance of crowded areas (e.g., for blind users). 
    vii. Selection of the most/less popular path among all users.  
    viii. Existence of landmarks in computed paths. 
    ix. Dynamic tracking during navigation and provision of routing 

corrections.  
6.   Interface Preferences: This category captures user’s preferences 
considering the means and the media in which user will receive 
routing instructions: 
    i. Type of user’s device (e.g., PDA, mobile/smart phone, mobile 

computer, information kiosk). 
    ii. Modality of instructions’ presentation: 
       a. Only textual information 
       b. Both textual and visual information 
       c. Only visual information 
       d. Both textual and audio information 
       e. Both visual and audio information 
       f. Only audio information. 

 
2.3 Discussion 
 
As it is obvious from the above categorization, a UP is defined as 
the set of the characteristics chosen by the user. Every UP attribute 
takes either a value from a category of values or a Boolean value 
(Yes/No or True/False). Additionally, some attributes may assume 
values from a closed set (e.g., good, bad, etc.).  

Apart from the aforementioned components that affect naviga-
tion-oriented user modeling, special emphasis should be given to 
the factors age and gender, since many of the abovementioned hu-
man navigational and wayfinding capabilities are dependent on 
them [8][9]. Moreover, gender and age affect the way that routing 
guidelines should be presented to users [10][11]. For example, for 
male users in the age range 16-65 the most suitable way of provid-
ing routing instructions is by using descriptions in metric and geo-
graphic notations (e.g., “follow this route to the north for one 
kilometer, then turn towards north-east and drive for about two 
more kilometers”). On the other hand, for female users, irrespec-
tive of their age, the most suitable way for providing navigational 
instructions is by using landmarks (e.g., “follow this road until you 

arrive to the next church, then turn right until you arrive at a 
square, then you may find your destination at the upper part of the 
square”). For children and elderly people the most suitable way of 
providing routing instructions is by segmenting the path in many 
easy-to-remember segments, i.e., having at least one clearly distin-
guishing landmark. 

The aforementioned age and gender categorization is also appli-
cable to the user interface modality used for presentation of the 
routing instructions. Therefore, for males the best choice is audio 
instructions. On the other hand, for females the most efficient mo-
dality is visual representations of landmarks with textual or audi-
tory instructions. For elderly and young people the visual 
representation of landmarks is the most effective approach, in 
combination with maps with arrows pointing at the desired destina-
tion.  

 
3 A USER NAVIGATION ONTOLOGY 

The model described in the previous section has to be specified in a 
suitable form (possibly Web-based) in order to be used in modern 
applications. Hence, we have decided to represent it through a Se-
mantic Web ontology. For that purpose we have used the Web On-
tology Language (OWL) [12] for describing the user classes and 
their properties. Ontology-based systems are becoming more and 
more popular due to the inference and reasoning capabilities that 
ontological knowledge representation provides. Moreover, Seman-
tic Web standards, and technologies in general, provide a solid ba-
sis for open and interoperable information systems. 

For the development of the UNO ontology we followed the di-
rectives of ontology engineering that promote ontology reuse and 
alignment between existing ontologies. Specifically, during ontol-
ogy development we have tried to extend some of the concepts 
specified in the GUMO ontology (see section “Related Work”). An 
extract of the UNO concept hierarchy is shown in Figure 2, while 
Figure 3 illustrates the basic UNO properties. Informal definitions 
of the top-level UNO concepts follow (the definitions of properties 
are regarded straightforward):  

Ability: the super-class of the various abilities of a user with re-
gard to the navigation procedure. A user may have many abilities. 
Disabilities may be defined through the use of the Quality class 
values (see below). 

Demographics: value classes for user demographics (age, gen-
der). Its subclasses are implemented as value partitions as dictated 
by the W3C Semantic Web Best Practices Group [18]. 

Quality: another class representing a value set for describing the 
degree/quality of the various abilities. Its values are {bad, medium, 
good, perfect}. A bad quality value for an ability denotes a disabil-
ity. 

User: an abstract class that subsumes the more specific defined 
user classes.    

The main difference between UNO and GUMO, apart from their 
scope, is that UNO is used actively in inference procedures, while 
GUMO provides a core knowledge base (i.e., taxonomy and asser-
tions of individuals) for basic classification of users and their char-
acteristics. Hence, a key feature of UNO lies in the formal 
definition (through restrictions, and necessary and sufficient condi-
tions) of user classes. In the current version of UNO we have in-
cluded a minimal set with some possible classes. Each specific 
navigation application should extend this set appropriately. The use 
of the OWL-DL language enables very expressive user definitions. 
Indicative definitions (in mixed OWL and first-order-logic-like no-
tation, for readers unfamiliar with Description Logics notation) of 
such defined concepts are: 
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YoungWheelchairedUser ↔  
∃ hasAbility AutonomousWheelchairedMobility   ∧
∃ hasAge LessThan18 
  
VisuallyImpairedMaleAdultUser ↔ 
∃ hasAbility (AbilityToSee  hasValue(hasQuality, bad)) ∧ ∧  

hasAge Between18and60  hasValue(hasGender, male) ∃ ∧
 
(Note: hasValue is a reserved OWL term)   
 
After performing reasoning on an ontology with such defined user 
classes, these will be classified under the generic User class and the 
various user instances will be classified accordingly. 
 
 

 
Figure 2. The basic UNO taxonomy (the prefix UNO denotes a 
UNO class, while UserModelOntology denotes a GUMO class) 

 

 

Figure 3. The basic UNO hierarchy of properties 

Regarding alignment with GUMO, some UNO classes are declared 
as equivalent to GUMO classes (e.g., Preference). Moreover, some 
individuals of GUMO have been transformed to primitive classes 
in UNO (e.g., individual AbilityToTalk of GUMO class Abil-
ityAndProficiency has been asserted as class AbilityToTalk in 
UNO). Regarding demographics information, we have modeled 
some relevant GUMO instances as binary properties, since other-
wise we would have to create a different instance of such informa-
tion for each separate user. The aforementioned transformations 
(instances to classes and instances to binary relations) have been 
performed in order to enable more complex concept expressions 
for describing user class. Finally, we should note that there are 
GUMO classes that have not incorporated/aligned to the current 
version of UNO, although they are relevant to the domain of navi-
gation. For example, the class Motion could be used for supporting 
dynamic tracking and route corrections and the class PhysicalEnvi-
ronment could support the context-aware adaptation of navigation 
instructions (e.g., high noise level could trigger increase in the vol-
ume level of audio instructions).    
 
4 OntoNav: A HUMAN-CENTERED INDOOR 

NAVIGATION SYSTEM  

In this section we describe how the aforementioned UNO ontology 
is incorporated in an indoor navigation system called OntoNav. 
Note that in the description of OntoNav we focus on issues that as-
sist the reader in understanding how UNO affects the navigation 
procedure. More details on OntoNav design and implementation 
can be found in [13][14].  

OntoNav, is an integrated indoor navigation system, which is 
based on a hybrid modeling (i.e., both geometric and semantic) of 
such environments. OntoNav is purely user-centric in the sense that 
both the navigation paths and the guidelines that describe them are 
provided to the users according to their physical and perceptual ca-
pabilities as well as their particular routing preferences. For the de-
scription of path elements (e.g., corridors, junctions, stairways) an 
Indoor Navigation Ontology (INO) has been developed. The in-
stances of such ontology are created by annotated GIS building 
blueprints. In order to compute the candidate paths for a specific 
user request, a dual graph representation of the ontology is also 
created (topology graph). The main OntoNav components along 
with the main workflow are shown in Figure 4.  

The basic functionality of OntoNav can be summarized in the 
following steps: 

1. Creation of a User Profile (if the user is unknown to the sys-
tem, retrieval of a cached one else). In terms of ontological 
knowledge management, UP creation is the process of assert-
ing UNO (concept and property) instances about the user, her 
abilities and demographics.  

2. Invocation of the Navigation service where the desired desti-
nation is given as input to the system. 

3. Creation of a user-compatible topology graph (i.e., that can be 
traversed by the user). This task is performed by applying 
production rules to the UP information (UNO instances) and 
the path elements semantics (INO instances). 

4. Computation of the k-Shortest Paths between origin and des-
tination locations in this graph.  

5. Ranking of these paths according to additional UP informa-
tion and selection of the “best” path for the specific user along 
with the most appropriate instructions for this path. 
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Figure 4. OntoNav architecture and basic workflow 

The path-selection process (steps 3 and 5) is performed through 
sets of production rules. The definition of such rules involves both 
the spatial semantics (expressed through INO) and the user seman-
tics (expressed through UNO). The rules are applied to the INO in-
stances in order to infer and assert which paths are considered 
accessible and appropriate for each user request. Such path-
selection rules are further analyzed to physical navigation rules, 
perceptual navigation rules and navigation preferences. The 
physical navigation rules are applied first (step 3), in order to dis-
card any paths that are not physically accessible by the user. The 
perceptual navigation rules depend on the user’s cognitive/mental 
status, demographics (e.g., age, education) as well as sensory abili-
ties. Finally, paths that match the user preferences (e.g., paths con-
taining elevators) are identified with the application of the 
navigation preference rules. The rules are described through the 
Semantic Web Rule Language-SWRL [15]. Some indicative rules 
are the following (the UNO user classes used in these rules are hy-
pothetical and their definitions are analogous to those presented in 
Section 3):  

Rule 1 (Physical Navigation Rule)  

UNO:HandicappedUser(u)  INO:Stairway(s)  
INO:isExcludedFor(s,u) 

∧ →

Rule 2 (Perceptual Navigation Rule).  

UNO:BlindUser(u)  INO:hasDescription(pass,descr)  ∧ ∧  
INO:Textual_Description(descr) →  
INO:hasPerceptualPenaltyFor(pass,u) 

Rule 3 (Navigation Preference).  

UNO:LazyUser  INO:Motor_Passage(p) →  
INO:hasPreferentialBonusFor(p, u) 

∧

As one can observe, some of these rules “mark” the path elements 
that should be excluded from the user-compatible topology graph 
(through the isExcludedFor property), while others reward/penalize 
some path elements (through the properties hasPreferentialBonus-
For, hasPerceptualPenaltyFor, etc.). The final ranking of the  

 
Figure 5. Screenshot of the User Profile Creator 

traversable paths (step 5) is based on such bonus/penalty assertions 
and on the path length, which always remains a key selection crite-
rion. 

4.1 User Profile Management in OntoNav 

A key component of the OntoNav architecture, with respect to user 
modeling, is the User Profile Creator (UPC). This component pro-
vides users with an interface that enables them to create their UP 
according to the UNO terminology (see Figure 5). The first time a 
user invokes the system’s interface, she has the option to choose a 
profile from a set of predefined UPs. Currently there are four gen-
eral types of UPs representing: 

a. users without disabilities,  
b. users with motor disabilities,  
c. users with hearing disabilities, and  
d. users with visual disabilities  
The user can even choose a combination of the latter three UP 

types and subsequently customize such predefined profile accord-
ingly. Alternatively, she may create a custom profile by providing 
all the indispensable information that can describe her physical and 
cognitive status, as well as her navigational and interface prefer-
ences. Moreover, the UP is completely dynamic; the user may 
view, alter, update, or delete part or all of her profile if necessary. 

The OntoNav architecture also specifies a navigation supporting 
component called Navigation-Aiding Module (NAM) (see Figure 6 
and refer to [13] for more details). Its primary task is to detect de-
viations from the initially planned path and help users return to it 
or find a new more suitable one. Since NAM continuously tracks 
the users’ navigational behavior (in terms of spatiotemporal 
changes) it could be exploited as a means of inferring or “calibrat-
ing” (i.e., correcting) some UP elements. Inference of UP elements 
is a hot topic in UP creation since users are not always willing to 
explicitly describe their profile. Moreover, they are often reluctant 
to reveal any disabilities they may have. Hence, an unobtrusive 
monitoring systems, such as NAM, could facilitate seamless UP 
creation. Such functionality would involve sophisticated pattern 
matching algorithms (UP Inference and Calibration component in 
Figure 6) This component, currently under development, tries to 
infer user characteristics from the trajectories she follows during 
navigation and her navigation-relevant history (user movement sta-
tistics). However, such inference demands accurate indoor posi-
tioning systems which are not widely available and deployed yet. 
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Figure 6. The Navigation Aiding Module  

 

5 RELATED WORK 

To our knowledge there is no other user model for describing user 
characteristics from the perspective of navigation. On the other 
hand, there are some generic, user modeling efforts that try to 
cover a wide range of application domains and to adopt open tech-
nologies for enabling interoperability between systems. The most 
relevant work of this category is the General User Model Ontology 
(GUMO) [16]. GUMO has means of representing several “user 
dimensions” such as user demographics, user abilities, user emo-
tional and psychological status, etc. In addition, it supports the 
specification of some auxiliary information such as the preferences, 
interests, and knowledge of the users. The main advantage of 
GUMO is that it is implemented in OWL, which has become very 
popular in the Semantic Web [12] community. This language not 
only provides a well-defined syntax for user models but is also ca-
pable of describing the semantics that are implied by a model. As 
already mentioned, we have tried to align UNO with GUMO by 
reusing and extending all suitable concepts and attributes.  

GUMO has been partially influenced by the UserML language 
[17]. UserML’s objective was to provide a commonly accepted 
syntax, based on the XML standard, for representing user models 
in Web applications. UserML is quite generic and, thus, can be 
used as a syntax layer for any semantic user model. 
 
6 CONCLUSION AND FUTURE WORK 

In this paper we have presented some background knowledge on 
navigation theory from various disciplines (e.g., psychology, 
physiology), which directly affects any navigation-oriented user 
model. Furthermore, we have taken into consideration these theo-
retical implications in order to construct a user ontology. Finally, 
we have shown how such ontology is instantiated and actively in-
volved in the navigation procedure of the OntoNav system through 
inference rules.  

However, several issues remain open for further research in this 
area. One of the most interesting and important issues is the (semi-) 
automatic user model creation. Specification of rules that represent 
dependencies between model entities (derived from relevant theo-
ries) seem to be a promising solution, although hard to implement. 
For example, the ability of a user to concentrate on an objective 
may be automatically inferred by her age. Another challenging is-
sue, and “common” with respect to user profiles, is privacy protec-
tion (since UNO describes also personal information such as 

health/physical/mental status). Finally, as UNO is still under de-
velopment, we have not taken into consideration all the UP com-
ponents identified in Section 2.2, since some of them are difficult 
to capture (e.g., mental/cognitive characteristics).  
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Exploiting the Link Between Personal, Augmented
Memories and Ubiquitous User Modeling

Alexander Kröner and Dominik Heckmann and Michael Schneider1

Abstract. Dense logging of a user’s interactions with an intelli-
gent environment enables the creation of artificial memory struc-
tures, which augment the user’s natural memory. In this article we
discuss the interrelationship between such augmented memories and
ubiquitous user modeling, and the particular benefits of linking both
concepts. On the basis of a prototype implementation, we illustrate
how ubiquitous user modeling contributes to the building of personal,
augmented memories, and discuss how the latter one may enrich
ubiquitous user models and thus grant other applications access to
memory content. We conclude with a discussion of how users may
exploit such hybrid systems to share their personal memories with
other users.

1 INTRODUCTION

Driven by promising applications in the field of user modeling
and decision support, research on mechanisms for augmenting a
user’s natural memory with information automatically captured in
the user’s context has been conducted since many years (see for in-
stance [2], [5], [6]). Following that tradition, the project SPECTER

researches how a personal, augmented memory can be built and
exploited in an everyday scenario, in particular, shopping (cf. [4]).
SPECTER’s event-based memory is created from dense logs of data
automatically captured in its user’s context. In this article we de-
scribe how ubiquitous user modeling may contribute to building and
exploiting this specific kind of data structure.

2 BUILDING AUGMENTED MEMORIES

The basis of augmented memories in SPECTER are perceptions,
which are built from sensor data recorded in so-called RDF:Stores. In
brief, these can be described as lightweight sensor memories, which
implement based on a unique interface for each sensor specific stor-
age and access mechanisms. RDF:Stores allow applications to ac-
cess sensor information via a push as well as a pull service. This
allows an efficient communication between SPECTER and the envi-
ronment: Whenever SPECTER enters a new environment, it can poll
all information available from the sensors’ RDF:Stores at once via
the pull mechanism. Later, SPECTER will be automatically notified
about changes in the environment via the push mechanism.

These “sensory” memories feed a short-term memory with percep-
tions. There, incoming perceptions undergo a plan-based situation
recognition mechanism, which initiates the construction of entries
for the long-term memory and triggers situated user support.

1 German Research Center for Artificial Intelligence (DFKI), 66123
Saarbrücken, Germany, email: firstname.lastname@dfki.de

This way of building augmented memories can be complemented
with ubiquitous user modeling: its centralized, uniform structure al-
lows SPECTER to exploit other application’s sensing and processing
capabilities in order to build entries in the augmented memories and
to determine the user’s current context. The user benefits from such
linking as well, since feedback provided to the ubiquitous user model
becomes accessible to SPECTER.

For example, the personalized ambient audio notification (PAAN)
service for intelligent environments models the user’s preferred mu-
sical genres in order to generate personalized music (cf. [1]). This
allows to discretely inform the user about private events in public
places. These music genre preferences are shared with U2M, and
can be edited by the user in the U2M user model editor. SPECTER

may apply these preferences in order to adapt retrieval processes per-
formed on the augmented memory.

3 EXPLOITING AUGMENTED MEMORIES

Augmented memories may serve diverse purposes, for instance,
context-based reminding and recommending for decision support (cf.
the recomindation paradigm described in [7]). Despite a clear focus
on personal use, it might be reasonable to share parts of the per-
sonal memory with other users or application—for instance, the user
may select favorite items from the augmented memories, and provide
these as examples to the environment in order to receive links to sim-
ilar items offered there. Such communication may range from sub-
mission of somewhat neutral items (e.g., some product seen without
personal rating) to complex descriptions of situations representing
confidential user actions and/or personal options.

This information has to be delivered to interested applications,
which may not only process them for serving the user/system’s re-
quest, but also for building their own user model. Now the augmented
memory described in this article resembles a specific kind of user
model on its own, which means that the whole communication is a
typical ubiquitous user modeling process. Consequently a ubiquitous
user modeling platform qualifies for realizing the exchange; this plat-
form has on the hand to protect privacy and application constraints,
and on the other hand to provide any external application with access
to the augmented memory.

This procedure provides a straightforward approach for sharing
memories between a user and diverse ubiquitous computing applica-
tions; in addition, it opens the way for sharing memories between
users. The great success of blogging (cf. [8]), shared knowledge
sources (e.g., Wiki), collaborative tagging (e.g., del.icio.us) and sim-
ilar applications sometimes associated with the notion Web 2.0 is
an impressive demonstration of the high demand for such exchange
between users. Sharing personal, augmented memories by means of



Figure 1. The artificial memory records CDs the user looked at. The user may later reflect on these experiences, and publish selected parts in an ubiquitous
user model where it becomes accessible to external applications and other users.

ubiquitous user modeling is one way to transfer such ideas to ubiq-
uitous computing.

Figure 1 depicts this idea by means of the applications SPECTER

and U2M. Events observed in the user’s environment are automat-
ically captured in SPECTER’s personal memory (1). SPECTER ex-
ploits such information for recomindation—in our example, the event
is shown where the user encountered a certain audio CD the first
time (2). At any time the user may decide to submit such information
to the ubiquitous user model realized by U2M (3). In our example,
the user shares his ratings of audio CDs he discovered in the store.
U2M makes the data accessible to other users with respect to the
user’s privacy preferences (4). The user may specify these for the
current sharing process (and thus attach situational constraints), or
rely on U2M’s default reasoning which derives sharing preferences
for the involved objects, actions, etc. from personal defaults set in the
ubiquitous user model (cf. [3]).

Future work. Our example illustrates a sharing process that in-
cludes activities performed manually by the user. While this ap-
proach provides the user with precise control over the shared mem-
ories, it requires an amount of attention the user will not be able (or
willing) to devote to sharing during other activities. Now the user
could specify default preferences on privacy, trust and other aspects
of sharing in preparation of such activities, but this requires precise
planning of future actions which is not only cumbersome, but also
cannot take into account unexpected sharing opportunities.

Automated and/or assisted sharing of personal, augmented mem-
ories in ubiquitous computing environments is a way to handle such
issues. It forms the background of research in the recently started
project SHAREDLIFE; in a multi-user scenario we plan to explore
various questions related to sharing memories, including:

• How can community structures serve the situated lookup of infor-
mation?

• How can the users’ sharing behavior be exploited to strengthen
communities?

• How can personal sharing preferences be specified using reflection
on past events?

4 CONCLUSION

In this article we discussed how personal, augmented memories cre-
ated from perceptions in an intelligent environments relate to ubiqui-
tous user modeling. On the basis of a prototype implementation, we

showed how ubiquitous user modeling may contribute to the build-
ing of such personal memories, and how these may exploit a platform
for ubiquitous user modeling in order to share memory content with
other applications and users. The latter process will be in the focus of
our future activities, which will address issues related to automated
and semi-automated sharing of personal memories.
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Abstract. This paper illustrates the evolution of user-modelling 
approaches. Starting from the drift of the computing metaphor to-
wards ubiquitous computing, the paper follows the requirements on 
user-modelling illustrating a parallel drift in its approaches. Fur-
thermore, this contribution identifies the need for adaptation of 
ubiquitous user-models addressing the specific requirements asso-
ciated with a ubiquitous computing environment. In order to corre-
spond to this adaptation need we present a taxonomy of adaptation 
methods that are required for adjusting user-models in a ubiquitous 
computing environment. 

1 INTRODUCTION 

In the classic approach for personalized system development, the 
application contains specific user-modelling components inside the 
personalization engine. By user model acquisition, information 
about the user is extracted from sensoring the environment and 
knowledge from explicit and implicit user feedback is inferred 
[13]. Traditionally, the inferred knowledge is written to an internal 
database, mapping user attributes to their values. In the next step, 
both the component listening to sensor data and the knowledge ac-
quired about the user are separated from the internal application 
logic. On the one hand, sensor servers retrieve data streams from 
different sensors placed in the environment and deliver the infor-
mation to the application. Using remote sensor servers distributing 
sensor data over a network, different applications can concurrently 
receive the same data. On the other hand, User-Model Servers [8] 
work as an application-external knowledge-base. The derived 
knowledge about the user is delivered to the server that hosts the 
information for different applications. For mobile applications, this 
enables systems on small devices even with limited memory and 
computing power to have access to meaningful user models. Fur-
thermore, it enables different applications to have access to the 
same knowledge and to adapt consistently. 

Conjoint with the evolution of the computing metaphors, the re-
quirements on the knowledge-base changed, no matter if internal or 
external one. In this paper we will first outline the evolution of the 
metaphor, currently ending in ubiquitous computing, and will then 
analyze different approaches of user modelling to fulfil the re-
quirements. Derived from the conclusion of the approaches cur-
rently available we will focus on the fulfilment of requirements 
specifically introduced by ubiquitous computing. Particularly, this 
means an analysis of specific requirements introduced by ubiqui-
tous computing and how these requirements have influence on the 
maintenance of a robust, consistent, expressive and effective user-
model. In a next step, we elaborate a taxonomy covering potential 
means for adaptation of a ubiquitous user-model. 

2 From the Desktop Metaphor towards Ubiqui-
tous Computing 

This section documents the step-wise transition from desktop to 
ubiquitous computing. Taking the technological aspects as a basis 

the subsequent section exceeds this view through addressing the 
evolution of the aspects of user-modelling and adaptation.  

2.1 Desktop-Metaphor: One Information Space 
Connected with one Stationary Device. 

In the desktop-metaphor, different information spaces are specifi-
cally connected with stationary computers. If one person logs into 
different computers, she will have access to different information. 
A change at one personal computer does not affect other com-
puters. 

Adaptation processes rely on user-specific information, like 
preferences and knowledge. Applications store user profiles on the 
local hard disk. The position, environment and device-attributes are 
fixed before runtime of the application. 

2.2 Mobile Computing: One Information Space per 
Mobile Device. 

Mobile Computing is a generic term describing your ability to use 
technology to wirelessly connect to and use centrally located in-
formation and/or application software through the application of 
small, portable, and wireless computing and communication de-
vices. In mobile computing the user is not bound to a certain loca-
tion when using her familiar information device. Like desktop-
PC's, different mobile devices have their own information spaces. 
A change at one device does not affect other devices, neither mo-
bile nor stational ones. To update the different information spaces, 
explicit synchronising messages between the devices or with serv-
ers need to be exchanged. 

Besides user-specific adaptation, the system takes changes in 
the environment into account. There is no need for further adapta-
tion to the device once the user has selected her device at login. 
Consequently, the system can make use of pre-formatted content. 

2.3 Nomadic Computing: One Information Space 
for all Personal Devices. 

Nomadic computing offers its user access to data or information 
from any device and network while he or she is in state of motion. 
The nomadic user has just one information space for different per-
sonal devices, no matter if mobile or stationary. Changes at one 
device affect the overall information space and hence other per-
sonal devices. There is no need for explicit synchronizing different 
devices triggered by the user. In addition to the adaptation needs in 
mobile computing, the nomadic system must be able to identify the 
current device in use and to adapt dynamically to its characteristics. 
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2.4 Ubiquitous Computing: One Information 
Space Independent of Devices. 

As a fundament of ubiquitous computing, distributed computing is 
parallel computing using multiple independent computers commu-
nicating over a network to accomplish a common objective or task. 
The vision of ubiquitous computing is a surrounding with the pos-
sibilities of gaining information everywhere by many different in-
formation devices. Ubiquitous computing integrates computation 
into the environment, rather than having computers which are dis-
tinct objects. In ubiquitous computing, the user has one information 
space independent of devices. There is no need for personal de-
vices. Consequently, changes affect direct the system and are not 
device-specific. 

In addition to the adaptation needs in nomadic computing, the 
system manages the personal information space of its users and has 
to assure that private information is kept confidential. For each sin-
gle user, her specific task and current situation, the system selects 
the most appropriate device for interaction. In enhancement of dis-
tributed computing, the structure of the service and the structure of 
human-computer interaction are subjects to adaptation considering 
e.g. different personal preferences, contexts or user goals. 

The provision of personalized information services becomes a 
complex task in open and distributed environments of mobile us-
ers. The aim of distributed systems is to spread the application 
logic among different parts hosted on different physical devices 
and hide technological details of the system from the user [20]. 
This can be a network of standard desktop-PCs where any user has 
dedicated profiles for each login as well as any client-/server archi-
tecture where any user has one central information space on the 
server-side. Facilitating communication and coordination of dis-
tributed components in standard middleware, the complexity intro-
duced through distribution is handled by means of abstraction. 
Implementation details are hidden from both users and application 
designers and encapsulated inside the middleware itself [14]. 

2.5 Summary 

In the vision of ubiquitous computing the user has one personal in-
formation space independent of devices and the system manages 
the information spaces of its users. These information devices have 
a direct contact to each other in order to offer common services. To 
have access to this personal information space, distributed compo-
nents on heterogonous platforms need to exchange information 
with one another. Beside the complexity of techniques to fulfil the 
classical requirements of adaptive information selection and pres-
entation [2], passing all data from clients to servers for analyzing 
and centralized decision finding will put both the networks and 
servers out of business. We therefore think that applications in 
ubiquitous computing will require distributed user-model acquisi-
tion and user-model application. Furthermore, central user-
modelling servers holding all information from registered users 
will not be applicable for two reasons: On the one hand, every de-
vice of the mobile users will not have permanent access to the 
server, and on the other hand, the local system will not constantly 
need all-embracing knowledge about the user to make a local deci-
sion. Each local component might detect a section of the global 
state, but the network of components must piece together these par-
tial states for distributed representation of knowledge about the 
user. 

In our vision, components for user model acquisition and user 
model application are equally distributed with the user model itself: 
Distributed user modelling approaches need to replace monolithic 
centralized user modelling by distributed user model fragments 

[19]. As we will describe later, the dynamic adaptation of the struc-
ture of the distributed user model will become important to step 
forward from nomadic towards ubiquitous computing. 

3 Overview of User-Modelling Approaches 

In the classical adaptive loop introduced by Brusilovsky [1] the 
system collects data about the user, processes user modelling and 
adaptation and in turn the effect of the adaptation is recognized as 
relevant input for the system.  

3.1 Information Processing in Adaptive Systems 

Based on internal interaction sensors or external environment sen-
sors, all incoming events are collected and reported to a central 
unit. This central analysing unit handles the incoming event mes-
sages, evaluates them and generates decisions on adaptation activi-
ties. The result consists of actions executed by corresponding 
effectors for adaptation. More concrete, Jameson [12] introduced 
the process of adaptive systems by user-model acquisition, and 
user-model application, connected by the central user-modelling 
unit. In this section we illustrate the basic approaches for tradi-
tional user-modelling. 

Introduced by the step from stationary desktop computing to 
mobile applications, context-aware systems as an extension of 
user-adaptive systems exploit the context to increase the fit of a 
service to the user's needs beyond the user centred evaluation. Con-
text-awareness does not only include the momentary value of vari-
ables like location, time, environment, domain, physical conditions 
and social actors but also their evolution over time. Two technolo-
gies allow users to move around with computing power and net-
work resources at hand: portable computers and wireless 
communications. These technologies enable people to access their 
personal information, corporate data, and public resources anytime, 
anywhere with their personal devices. The relationship between 
systems and devices is constantly changing due to user mobility. 

From a general point of view, [7] define context as “any infor-
mation that can be used to characterize the situation of an entity. 
An entity is a person, place, or object that is considered relevant to 
the interaction between a user and an application”. Focussing on 
what kind of information describe the subject's context, [17] define 
user context, computing context and physical context or [9] refer to 
identity, location, time, and environment. Additionally, when the 
context-information is recorded across a time span, we can obtain 
histories like interaction history, movement history, or event histo-
ries, which could also be useful for certain applications [3]. 

The information delivered by sensors contributes to a knowl-
edge-base of user-related knowledge, and keep its content up to 
date. This knowledge-base, usually referred to as User Model, will 
finally form the basis for all decisions taken by a system in order to 
implement adaptive behaviour in ubiquitous computing. The next 
sub-sections outline the traditional approaches and discuss their re-
lation to the above-mentioned application areas. 

3.2 Monolithic User-Modelling 

In the classic approach for personalized system development, the 
application contains specific user-modelling components inside the 
personalization engine. This engine is closely connected with the 
application logic sharing the same host. It is therefore necessary to 
have local sensors connected with user model acquisition methods, 
or to be able to connect directly to sensors by the application. The 
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derived knowledge usually is written to an internal database, map-
ping user attributes to their values. 

In the first place, monolithic user-modelling and integrated per-
sonalization engines work for all applications that do not share 
user-attributes with other applications, including applications run-
ning on Desktop-PC’s as well as for isolated mobile applications. 
As an important advantage, the close relation to the internal appli-
cation logic reduces complexity of system design, user-modelling 
overhead and network traffic resulting in potential increased per-
formance (memory, time). Nowadays, the installation of a database 
for persistent storage of user-data does not confront Desktop-PCs 
with performance problems. In contrast to personal computers, the 
need of a local knowledge-base is often incompatible with the lim-
ited resources of mobile devices. 

For sharing user-attributes, e.g. if the user wants to work with 
the same setup on different devices, applications need to explicitly 
synchronize with other applications. On the one hand, the synchro-
nization annoys users and introduces extra effort. On the other 
hand, it introduces network traffic, and potential complex methods 
to avoid inconsistencies. 

3.3 User-Model Server 

To enable different applications on different hosts to have access to 
the same knowledge and to adapt consistently, the knowledge-base 
about the user could be separated from the internal application 
logic. User-Model Servers [8] work as an application-external 
knowledge-base. The inferred knowledge about the user is deliv-
ered to the server that hosts the information for different applica-
tions. Furthermore, this enables small devices even with limited 
memory and computing power to have access to meaningful user 
models. 

One domain requiring such servers are web-based services, 
where users access the application from different browsers. For ac-
cessing the information, just a web-browser will be required no 
matter if the application runs on a desktop or on a mobile device. 
Since the user-modelling server has usually no write-access to the 
server-side hardware for writing user-profiles, the server installa-
tion comes with its own database. Typically, the extra effort is only 
reasonable if a large number of users are registered to the service. 
For single applications on a Desktop-PC, the installation of a user 
model server is possible but introduces waste of local resources 
needlessly. 

If mobile applications have access to the network, user-model 
servers have also advantages for the mobile applications as a cen-
tral access point to the user-model, e.g. for location independent 
access from any place. As a consequence, the step towards no-
madic systems is well-supported by user-model servers providing 
access from different devices / applications to one and the same 
knowledge-base. In terms of the discussion in the last chapter, dif-
ferent mobile applications would potentially have different sche-
mas on several servers, or even access completely different user-
model servers. Then, for a consistent management of user-models, 
additional effort will be necessary. If there is a central server with 
static network-access and constant address available in ubiquitous 
computing, applications can fall back on a user-model server as 
knowledge-base. This is often the case if the surrounding services 
are pieces of the body of one and the same ubiquitous service de-
ployed by a specific vendor. 

3.4 Modularization of User Models 

The main objective of approaches like the Component-based Ar-
chitecture of Chepegin et al. (CompAS-project [4][5]) is the modu-

larization of knowledge models allowing sharing user models 
between applications. The architecture focuses on the role of exter-
nal user models. To give access to a centralized User Modelling 
Service, the common user model exchange language UserML [11] 
supports the communication between different user adaptive sys-
tems, which base their decisions on the state of the same central 
user model. 

The modularization enables the interchange of only parts of an 
overall model: Application A and application B are enabled to put 
together their information and any application is enabled to 
download it from the server. If several modules overlap, specific 
conflict resolving will be necessary. By definition, the overhead of 
this approach averts its usefulness for the desktop-metaphor. If 
conflict-resolving is implemented, this approach is expected to es-
pecially perform well for nomadic computing where different ap-
plications on heterogeneous devices access one and the same 
personal information space. In turn, the modularization supports 
downloading of user-model fragments that actually were brought in 
by another party. For ubiquitous computing, the ability of exchang-
ing separate modules between applications is of important advan-
tage; based on a central user-model server the approach is 
appropriate if the server is accessible at anytime when adaptation is 
to be performed. 

3.5 Component-Based User Model Framework 

Recent approaches (such as [21]) aiming at a modularisation of 
user-adaptive systems cluster their functionalities in components 
for sensing, modelling, controlling and actuating. The clusters 
made up of these components build upon each other [22]. Sensing 
components collect and record data about the users and their envi-
ronment in a systematic and continuous way. Based on the data by 
the sensors, modelling components generate semantically enriched 
information that serves as a source for subsequent adaptation pro-
cedures. Inference methods or rule systems enable the controlling 
components to interpret this information and take decisions for ad-
aptation. Finally, actuation components handle the connection back 
to the application by mapping the decisions taken by the control 
into real world actions in order to realize the selected adaptive be-
haviour. The actuating function transfers the results of the infer-
ences into respective options of operations adapting the functions 
or the interface of the system to the current user's needs. 

First, this approach is a good candidate for application devel-
opment on both desktop and mobile devices: the framework spe-
cifically supports system development and integration of sensors, 
user-modelling, and actuators; whereas at runtime the overhead is 
limited. By modular system design and specific interfaces between 
components of different functionality, the increased scalability of 
the framework also supports the development of tailored mobile 
applications. For nomadic and ubiquitous computing, the advan-
tages are comparable with the above-mentioned for modularized 
user models. Whereas, the most important advantage for ubiquitous 
computing is the support of distributed components on each single 
layer, which specifically benefits integration of surrounding sen-
sors/actuators in ubiquitous computing. 

3.6 Distributed User Modelling 

For the mobile user, her device will have partially access to the 
knowledge. The devices will continuously connect to local net-
works and therefore will have access to all information available in 
this network. A centralized solution fails because of its inability to 
cope with a high degree of change, which requires that the solution 
is both robust to disruption end self-configurable. For distributed 
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user modelling approaches this implies that monolithic user model-
ling is replaced by distributed user model fragments [19]. The 
knowledge about the user, i.e. the current state of the user-model, 
will be merged from all information that can be requested from 
components reachable in the current context. Even if for example a 
mobile device like a PDA may host different sensors like for noise 
or light and may implement several display components and actua-
tors for video-streaming and adjustment of the screen backlighting, 
a server is still needed for modelling the users and for controlling 
the application. 

Using remote sensor- and actuator-servers distributing data over 
a network, different applications can concurrently receive and send 
data. Resent research in smart sensor-networks enables for placing 
huge numbers of intelligent senor-components ("smart dust") in the 
environment. Smart sensors are equipped with small processors 
that enable for intelligent information acquisition [16]. In self-
organizing networks, such as Intel's iMote approach [6], sensor 
technologies build ad-hoc sensor-networks and deliver requested 
information on demand. In difference to such sensor-networks, dis-
tributed modelling components actually receive pre-processed data 
from virtual components instead of direct measuring the physical 
environment. 

3.7 Discussion 

The entire adaptation process bases on a modelling layer that sup-
plies the controlling components with an accurate image of the cur-
rent interaction situation. The context model captures the current 
situation the users act in, their preferences, interests, their social 
dependencies, their physical and technical environment, and so 
forth. Overall, there exist many different views on what dimensions 
such a model has to cover, e.g. Identity, location, time, and envi-
ronment [9] or user context, computing context and physical con-
text in [17] and types of contexts, like primary and secondary 
contexts [7] or static and dynamic contexts [21]. 

Given the complexity of such a model it can be seen that the 
sources for acquiring information for this model and means to real-
ize adaptation needs based on this model can be manifold. In par-
ticular, in mobile applications or even more in ubiquitous 
environments these two aspects, sensing and actuating, may be in-
heritably distributed. Such applications rely on a network of sen-
sors placed within the physical environment and watching 
indicators for changing situations. On the other hand, the actuators 
are specialized software-components that process the delivered 
data or display information snippets on a particular device. De-
pending on the integration with the application, sensing and actuat-
ing components may be part of the target application. 

If a user-adaptive application for ubiquitous computing com-
pletely lost connectivity, the application has only access to local 
information. In case of a central remote user model, the application 
will not have any knowledge, because of the unreachable server. 
Only denoting the other extreme, i.e. if the system has full access 
to the server, it can rely on a global user-model accessing all 
knowledge. Due to constant changing user-environments in ubiqui-
tous computing we expect the diffuse state in between to be the 
most relevant one. 

4 Ubiquitous User-Modelling 

Providing a framework will enable all applications on the devices 
to check into the network and to make use of the available user-
related information. Usually, this information will just be a cut-out 
of all potentially known knowledge, except in case of every exist-
ing information-source is accessible. Nevertheless, the cut-out will 

reflect the current environment by including all relevant informa-
tion at the current location automatically. In the next section we 
will illustrate our approach for supporting the information-
exchange between ad-hoc networked components. 

4.1 Definition of Ubiquitous User-Modelling 

Embedding computation into the environment and everyday ob-
jects would enable people to move around and interact with infor-
mation and computing more naturally and casually than they 
currently do. One of the goals of ubiquitous computing is to enable 
devices to sense changes in their environment and to automatically 
adapt and act based on these changes based on user needs and pref-
erences. 

Using the term ubiquitous user-modelling equally with the term 
user-modelling for ubiquitous computing, many approaches apply 
existent user-modelling approaches to meet the specific require-
ments of ubiquitous computing (e.g. [14]). Especially approaches 
falling back on central user-model servers for sharing (parts of) 
user-models performed very well under the condition that the 
server is accessible at the time adaptation is performed. From the 
changes of the computing metaphor we know, that this might not 
be true for ubiquitous services. The vision of ubiquitous computing 
is going beyond distributed mobile computing. 

Getting back to the vision [20] that “you don’t bring the com-
puter with you, it is already there” we conclude by analogy that 
system components bring user-model parts with them and other 
parts are already there. As [1] pointed out, “the structure of the 
clusters is highly dynamic, as they comprise user’s devices (provid-
ing partial user models), whose availability is unstable.”, whereas 
[10] pays specifically attention to the requirement of sharing user 
models: “Ubiquitous user-modeling describes ongoing modeling 
and exploitation of user behaviour with a variety of systems that 
share their user-models.”  

Like the structure of a ubiquitous service is subject of change 
depending on the environmental settings and personal attributes, 
the structure of the user-model itself is also subject of adaptation. 
From this point of view, a Ubiquitous User-Model is a base of 
knowledge that is currently available about a user of a ubiquitous 
service which structure is subject to change unpredictable and 
without explicit notification. Consequently, the process of user-
modelling must consider that the composition of the user-model is 
only valid in a specific situation: Ubiquitous User-Modelling de-
scribes the exploration, representation and  exploitation of that 
knowledge inside system components, the sharing including con-
flict-resolution of user-model fragments between system compo-
nents, and the adaptation of the ubiquitous user-model itself to the 
environmental settings. 

4.2 The Need for Adaptation 

Since a potential user-modelling framework operates in a ubiqui-
tous computing environment, this framework as well as the user-
model needs to address respective requirements on ubiquitous 
computing. Taking into account physically distributed real-world 
entities it becomes apparent that distribution plays a significant 
role. Distribution occurs on different levels: on a conceptual level 
where information is distributed (e.g. fragmented and distributed 
user-model) and on an implementation level where system compo-
nents are distributed [18]. The architecture should support both 
distributed and co-hosted implementations.  

The heterogeneity of devices, programming languages and op-
erating systems exploited by a context-aware application in a ubiq-
uitous computing environment is immense. This includes aspects 



     
        

5 

like the format of the data they provide, their interfaces, mode of 
operation, coverage, and limitations as well as economic criteria 
such as costs, etc. An integration of such arbitrary components into 
a coherent infrastructure requires a diligent consideration of their 
heterogeneous characteristics and capabilities.  

A ubiquitous computing application need to cope with many 
forms of spontaneity. Services may fluctuate, devices may discon-
nect and the quality of a service may decrease. The parts of the 
user-model provided by these services are subject to a dynamic en-
vironment and needs to deal with component malfunction, jam, 
disappearing, restart, or inappropriate output. Facing these ubiqui-
tous computing challenges a ubiquitous user-model needs to be 
maintained and adapted to dynamic changes. 

4.3 Adaptation Means for Ubiquitous User-Models 

The preceding section identified the need for the continuous adap-
tation of ubiquitous user-models. The goal persuaded by an initi-
ated adaptation process is the retention of a consistent, efficient, 
effective and robust user-model. Sources for adaptation comprise 
the domain model, the context-model and the user-model itself. In-
dependently from the adaptation target, i.e. the ubiquitous user-
model, an array of basic means and methods for adaptation can be 
specified.  

An overview of several basic adaptation approaches is given in 
Figure 1. There exists an increasing complexity from null adapta-
tion on the left, to generative approaches on the right hand side. 

 

 

Figure 1 Hierarchy of Adaptation Methods 

The following sections will describe these different approaches, 
provide an overview on each adaptation method, and describe the 
knowledge required to perform this adaptation. For each method, 
an short example will be given. 

4.4 Null Adaptation 

The simplest way of adaptation is the null adaptation, if the system 
recognizes that in the current situation adaptation is not necessary 
or of no benefit. Null adaptation can also mean that the adaptation 
of the user-model is entirely left to the user. 

4.5 Configurational Adaptation 

The term configurational adaptation refers to changes affecting the 
internals of elements or components of the ubiquitous user-model. 
This adaptation changes accessible values of these components and 
alters parameters, in order to reconfigure their behaviour. The con-
figurational adaptation can be subdivided into value and customi-
zational adaptation. 

4.5.1    Value Adaptation 

A basic way of adaptation exhibits the value adaptation as the first 
form of configurational adaptation. Value adaptation specifically 
affects elements of the ubiquitous user-model that serve as contain-
ers for values. This adaptation method addresses the alternation of 
values contained by these components. The functionality of the 
concerned component remains constant, as well as the structure of 
the ubiquitous user-model. The knowledge necessary for this adap-
tation mean consists of possible ranges for values and their type. 
An example for a value adaptation is the continuation of the loca-
tion determination through extrapolation (e.g. history analysis), 
during signal loss of a GPS device in a tunnel. 

4.3.2    Customizational Adaptation 

Customizational adaptation influences the functional behaviour of 
elements of the ubiquitous user-model. Selective alternations of 
specific parameters of a component lead to changes in its behav-
iour or view. Independently developed adaptive applications are 
constructed under a set of assumptions that the developer had to 
make about the target operating environment. Functional configu-
ration allows for a behaviour extension without the need for re-
implementation. Customization and reconfiguration are the prereq-
uisites for the universal applicability of components. Customiza-
tional adaptation does not affect the interfaces to other 
components. The knowledge required for this kind of adaptation 
has to cover the functionality of affected components and means 
for their parameterization. The reduction of the event triggering 
rate of a tracking component to cope with a low bandwidth is in-
dicative of customizational adaptation 

4.6 Transformational Adaptation 

Transformational adaptation means that the old structure or com-
position of the ubiquitous user-model is transformed into a new 
one. This kind of adaptation supports the reorganization of parts of 
the ubiquitous user-model and permits modification, addition and 
removal of these elements under certain conditions. Typically, sys-
tems performing transformational adaptation employ a fixed set of 
adaptation operators or transformation rules. Transformational ad-
aptation requires domain knowledge on how certain changes in the 
structure of the ubiquitous user-model lead to differences in its be-
haviour. Depending on the degree of modification state-based, sub-
stitutional and structural adaptation can be distinguished. 

4.4.1    State-Based Adaptation 

The state-based adaptation method covers all changes to the states 
of components. Possible switches between component states corre-
spond to activating or deactivating components. As a result of this 
adaptation method, the (de-)activated component is still present in 
the structure of the ubiquitous user-model, and thus, its structure 
remains unmodified. State-based adaptation complies with a con-
trolled intervention into the structure of the ubiquitous user-model. 
The application of this adaptation method requires knowledge 
about dependencies of the affected component with other compo-
nents within the structure. An example of state-based adaptation is 
the deactivation of a component because of a sensor malfunction.  

4.4.2    Substitutional Adaptation 

The substitutional adaptation is related with the state-based adapta-
tion method. It addresses the replacement of one element of the 
ubiquitous user-model with another. The result of adaptation 
method will typically be very close to the initial situation. The 
structure of the ubiquitous user-model remains unchanged. This 
adaptation method requires similar components to be replaced with 
each other depicting an approximately similar behaviour. Addi-
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tionally, the exchanged components should provide the same inter-
faces for accessing their functionality. Taking the determination of 
the user’s location as an example, a substitutional adaptation oc-
curs if two tracking technologies like GPS- and WLAN-tracking 
are exchanged, since one of them delivers a low quality of service. 

4.4.3    Structural Adaptation 

More substantial modifications to the ubiquitous user-model are 
performed during the structural adaptation method. Structural ad-
aptation supports the reorganization of elements of the ubiquitous 
user-model and permits the addition and removal of complete ele-
ments under certain conditions. The utilization of this adaptation 
method employs a fixed set of adaptation operators or transforma-
tion rules, which modify the structure of the ubiquitous user-model, 
depending on the relation between the initial situation and the de-
sired situation. An example for a structural adaptation of a ubiqui-
tous user-model is the dynamic extension of the model with an 
attribute for the user’s location, after the GPS device finished its 
satellite discovery and starts tracking. 

4.7 Generative Adaptation 

Generative adaptation is radically different from transformational 
adaptation. This adaptation method requires a generative (re-) pro-
gramming from scratch or change of the functionality of an ele-
ment of the ubiquitous user-model. Such generators need to be 
tightly integrated with the adaptive system and might perform a 
generation automatically or in correspondence with the user. In 
practice a pure automatic generative approach is mostly insuffi-
cient, because of the computational complexity of the generation 
process or because of the insufficient quality of the results it pro-
duces. Such an automatic generator should only generate those 
small parts of the ubiquitous user-model that are inadequate regard-
ing the desired situation. 

As a consequence the use of a generative adaptation method re-
quires a different kind of knowledge than for the transformational 
adaptation. Instead of exploiting knowledge describing how  
changes of the current situation leads to differences in a potential 
desired situation, knowledge for constructing (parts of) a solution 
from scratch is required. For example the adaptation of an infer-
ence algorithm to cope with symbolic attribute values could be one 
instance of a generative adaptation.  

5 CONCLUSION 

Driven by the paradigm-shift from the personal PC to ubiquitous 
computing we realized a parallel shift in the personal electronic in-
formation space of computer users. In summary, both shifts intro-
duced challenges in personalisation and adaptation. In this paper 
we illustrated how traditional user-modelling approaches keep up 
with the new challenges. Under specific circumstances, especially 
if a central server is available hosting user models (or user-model 
fragments), traditional approaches are able to cope with the re-
quirements of distributed mobile computing. User-modelling in a 
ubiquitous computing environment demands the addressing of spe-
cific requirements and conditions. Therefore, we presented a set of 
abstract adaptation methods to be applied for the maintenance of 
ubiquitous user-models. Particularly, the need for structural adapta-
tion of the user model at runtime distinguishes ubiquitous user 
modelling from other approaches outlined in the paper. 
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Abstract. In this paper, we describe an agent-based user modelling 
approach for personalizing the interaction in ubiquitous and perva-
sive contexts. To this aim the agent has to model the user behav-
iour and transfer to the environment what can be inferred about the 
user in that particular context. Obviously, to achieve this aim, the 
Personal User Modeling Agent (PUMA) and the Environment have 
to dialog in a way that they can understand each other. For this rea-
son we propose a schema based on ontology and ontology mapping 
to solve this human-centered service coordination issue. 

1 INTRODUCTION  
As far as personalization in ubiquitous and pervasive context is 
concerned a challenging issue regards the problem of designing the 
interaction between the user and services in such a way that these 
can transparently access user preferences and interests. User-
related information then, can be used to provide specifically tai-
lored services [1,2].  

If we consider the ubiquitous user modelling task, that is fun-
damental for personalization purposes, this can be performed, in 
our opinion, in several ways: i) personalization is performed server 
side, as in the classic adaptive systems [3]; ii) the user has the con-
trol over his/her user model that runs, for instance, on a personal 
device [4]; iii) mixing together the two previous approaches. . This 
is the approach that we consider in this research. In this way the 
interaction may become personal even in a public space. In this pa-
per we describe a system in which user-related information may be 
transferred to the environment and, then, requested information 
may be adapted to that user; the interaction can be handled through 
her/his personal device [5], using a Personal User Modeling Agent 
(PUMA) that manages the user model from the user side [6,7] 

In particular, we focus on the coordination problem that arise 
when this agent has to dialog with smart environments or ubiqui-
tous services that may use a different conceptualization for describ-
ing the same domain objects, interests, preferences, etc[8].  

Representing user model according to semantic formalisms [9] 
and sharing ontologies in pervasive, ubiquitous environments en-
ables to share information  that can used by many different services 
[10]. This approach gives a great opportunities in the user model-
ing field; for instance, different adaptive systems can exploit the 
same user model without creating their own one.  

A common approach to solve this problem is to employ soft-
ware agents that can exploit information from the ontology in order 
to create personalised services such as tutorial, recommendation 
and search services [11,12]. To achieve this aim, the PUMA has 
been integrated in a coordination schema with a set of agents, 
based on the semantic web vision, able to gather, process and rep-
resent all information about the user referring to ontologies.  

In order to describe how this coordination schema works, we 
developed a running prototype in the context of tourist services. 
This has been achieved by integrating the PUMA with an existing 

system called MyMap [13].Furthermore we have developed and 
implemented an ontology for the tourist domain and for each ser-
vice provided by the system. MyMap’s main goal is to provide 
help for users in this domain such as finding a place to eat, finding 
an appropriate hotel, getting information about bus courses, etc.. 
All services provide personalised suggestions for topics interesting 
for the user, taking advantage of information gathered from user 
models, through the use of different ontologies. 

The paper is structured as follows: Section 2 presents related 
work in the field of user modelling connected with Semantic Web 
technologies. In the Section 3 an overview of the system  is briefly 
described. Finally conclusions and future directions are made in 
Section 4.  

 
2 RELATED WORK 
Recently, computing system specialized in handling real world in-
formation in terms of  physical objects and relations between them, 
such as ubiquitous computing systems [14], have received much 
interest in many research fields. This is due to the complexity of 
such systems since they integrate in an ubiquitous computing envi-
ronment devices, services that use those devices and users who 
have different goals and preferences in interacting with the system. 
    In such a situation, coordination is important but, in particular is 
very important to maximize the user’s satisfaction. This is possible 
by trying to approach the problem from a user-centred point of 
view. Coupling “Semantic Service Agents”, which are autonomous 
computer programs that can use meta-data to understand content in 
order to provide the appropriate service, and “Personal Agent”, 
which are autonomous agents  that know their users and act on 
their behalf, can be a solution  to help users in achieving their in-
tentions when interacting in this complex distributed “world”.  
    Many researches have shown that the Semantic Web presents 
technologies that allow to solve human-centred coordination issue 
in ubiquitous computing [15]. There have been proposed many 
analysis which concern the implementation of the Semantic Web 
technologies in user modeling systems. Most papers describe re-
searches in e-learning, recommender systems, mobile and ubiqui-
tous computing domains. The problem of creating the domain 
ontology is presented in [16]. In the paper the authors proposed the 
collection of ontologies (COBRA-ONT) for supporting pervasive 
context aware systems. Ontologies encoded in Web Ontology Lan-
guage (OWL) describe all concepts, properties and relationships 
between them in an intelligent meeting room domain. In our case 
there is a need of ontology for describing the tourist and services 
domain.  

The problem of representing user profiles using Semantic Web 
technologies is addressed in [17] and [18]. In the first are described 
the PAPI and the IMS LIP standards. PAPI distinguishes personal, 
relations, security, preference, performance and portfolio informa-
tion, while IMS LIP contains the identification, goal, QCL, activ-
ity, interests, relationship, competency, accessibility, transcript, 
affiliation and security key. We decided to use UbisWorld lan-
guage presented in [18] for creating user model ontology. We 
chose this representation because it allows managing user models 
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in a  dynamic way.  The language allows also to represent all con-
cepts related to the user, structuring them in situational statements 
that take the context into account. 

Some researchers deal with user modeling in tourist domain. In 
[19] the construction and management of user profiles for an agent-
based travel support system is proposed. As a representation lan-
guage authors chose RDF, one of the Semantic Web language. The 
system is designed to be accessible from all the devices with an ac-
cess to the Internet.  

The difference appears in the way of getting personalized in-
formation about services. Authors of [19] collect data from Web 
using concept of VCP (Verified Content Providers) while in our 
case all information are provided by Service Ontology.  

Another example of an ontology in a user modeling system in 
tourist domain is described in [20]. There are proposed several ap-
proaches to realizing adaptive mobile GI services in the domain of 
pedestrian navigation and tourist information. In another applica-
tion for tourists [21] the concepts of mobile computing is con-
nected to the one of natural language processing. The main 
difference to our system is the way of communication with the 
user: authors of [21] use speech to connect user with the system 
taking advantage of natural language processing while we use text 
messages. As repositories of knowledge databases are used in [21] 
which constrains area of usage of the system when we maintain 
knowledge in ontologies.  

3 OVERVIEW OF THE SYSTEM 
To test our hypothesis we have developed a system in which many 
components collaborate to achieve the user goals.  In particular we 
have realized a running prototype specialized for the tourist do-
main. Let’s suppose that a person named Bob equipped with mo-
bile device is located in one of the part of City of Bari for business 
purposes and he wants to find a nearby place to eat a dinner. He 
likes trying some typical dishes, likes a red wine, adores meat and 
doesn’t like chocolate. His preferred cake is “shockcake” and as a 
starter “Mozzarella with tomatoes and basil”. Our system taking 
into account the user’s preferences will try to find out the restau-
rant that best fits them and will make a reservation of a table for 
him. 
     To perform this task, our system includes the main component 
application: MyMap, a Personal User Model Agent (PUMA), many 
Service Agents (SA), an Mediator Agent (MA) and a set of special-
ized Ontology Service, belonging to each service in the system. 

The basic architecture and coordination schema of the system 
described in this paper is shown in Figure 1.  
 

 
Figure 1. The architecture and coordination schema. 

All agent shown in the above figure communicates using ACL 
messages.  

In the next subsections, we describe in detail, each main com-
ponent of the system. 

3.1 MyMap  
MyMap is a system developed in our department [22] to provide 
personalized information to tourists. The map is filled with infor-
mation filtered on the basis of the user profiles. Places like restau-
rants, fast foods, hotels, museums, theme parks, etc. are marked on 
the screen  and listed in order to fulfill user needs. 

Figure 2 presents a example of interface of MyMap Application. 
When a user is in an area, the map with a set of point of interest 
(POI) is shown and a list of items is presented, ordered on the basis  
of the user preferences. To obtain this information MyMap is con-
nected to an environment, where there are a set service agents re-
sponsible for the information about every POI.  

 

 
 

Figure 2. An example of MyMap application. 
 

Each element shown in the map is annotated with metadata This 
annotation is represented in XML and follows the definitions of  a 
Domain Ontology, which express names, terms and attributes that 
specifies features and their relations between each other. 
     In our case the domain ontology consists of all terms connected 
with tourism.  
     All components are organized in a hierarchy of classes and rela-
tions between classes encoded in OWL [23]. 
     A part of structure of Domain ontology regarding the services 
Restaurant and Cinema is listed in Table 1: 
 

Table1:  A portion of  the Domain Ontology 
<?xml version="1.0"?> 
<rdf:RDF 
    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"   
xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
    xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
    xmlns:owl="http://www.w3.org/2002/07/owl#" 
    xmlns="http://www.owl-ontologies.com/mymap.owl#" 
  xml:base="http://www.owl-ontologies.com/mymap.owl"> 
  <owl:Ontology rdf:about=""/> 
…   
<owl:Class rdf:ID="Restaurants"/> 
  <owl:Class rdf:ID="Restaurants_for_celiac"> 
    <rdfs:subClassOf rdf:resource="#Restaurants"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Restaurants_tipical"> 
    <rdfs:subClassOf rdf:resource="#Restaurants"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Restaurants_chinese"> 
    <rdfs:subClassOf rdf:resource="#Restaurants"/> 
  </owl:Class> 



     
        

 

  <Restaurants_tipical rdf:ID="Ristorante_Le_mura"/> 
    <hasLocation rdf:resource="#mapZone4"/> 

   <rdfs:comment 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string">Nice 
rustic tone, in this central restaurant, with a wood stove in the eve-
ning pizzeria and traditional dishes; pleasant outside in sum-
mer</rdfs:comment> 
<hasName 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string">leMur
a</hasName></Restaurants_tipical> 
<Restaurants_tipical rdf:ID="Ristorante_da_Federico"/> 
… 

    <owl:disjointWith> 
      <owl:Class rdf:ID="Cinema"/> 
… 
</rdf:RDF> 

3.2 PUMA  
To manage the preference of the user MyMap is connected to a 
Personal User Model Agent (PUMA). This agent is specialized in 
user modeling features. Furthermore it is responsible for managing 
the to-do-list of the user, so as to know his agenda. When a task is 
activated the PUMA will try to achieve it exploiting all the services 
provided by the environment. 

If the task is that of reaching a place the PUMA contacts My-
Map. To find out what is the best place to reach the PUMA ex-
changes some information about the user with the services related 
to a given place. Then it chooses the one that best fits the prefer-
ences and informs the user, which can agree or disagree. In the 
case of our example, the PUMA will look for a restaurant and will 
chose a “Typical Italian Restaurant”, whose menu contains the first 
plate “rice, potatoes and mussels”, a typical dish of Bari. The 
PUMA will go on performing the order, until is able to understand 
all concept in the received menu.  

However, the information inferred by the PUMA has to be 
passed to the environment in a “understandable” way. Instead of 
defining a new ontology and language for describing mobile user 
profiles, since this is not the main aim of our research, we decided 
to adopt UbisWorld [24] language. 

In this way we have a unified language able to integrate user 
features and data with situational statements and privacy settings 
that better suited our need of supporting situated interaction. This 
language allows representing all concepts related to the user by 
mean of the UserOL ontology, to annotate these concepts with 
situational statements that may be transferred to an environment 
only if the owner user allows this according to privacy settings. A 
situational statement regarding the user modelling preferences can 
be represented as in Table 2. 

The ontology is a collection of user profiles concepts. User 
model is composed of data which are necessary to provide essential 
information about user for the system. 

These data include demographic information (like sex, age), 
permanent preferences and interests (for example interested in soc-
cer, vegetarian, amount of money ready to spend for dinner, favor-
ite dishes), temporary preferences and interests dependent of 
context (for example I like eating typical food in other country, I 
like eating outside when sun is shining), user situation (available 
time for dinner, level of hunger). 

The PUMA manages and observes the user actions in the 
whole interaction. When new information about him can be in-
ferred, it updates the user profile by adding the new information. It 
contacts the SAs, of the service needed by the user, sending the 
portion of user profile with preferences about the requested service. 

 
 

Table2. A Portion of user profile 

<situation> 
<statement id="1"> 
      <mainpart 
           subject="Bob" 
           auxil-
iary="HasEatingPreference" 
            predicate="Dessert" 
           range="Text" 
           object="Shockcake" /> 
        <constraints 
              start="2006-04-12 
12:27:08" 
             duration="Year"  /> 
            <explanation 
                creator="Bob" 
                confidence="0.75" /> 
              <privacy 
                     owner="Bob" 
                     access="Public" 
                     purpose="Eating"/> 
 </statement>… 
</situation> 

<?xml version="1.0"?> 
… 
  <owl:Class 
rdf:ID="Eating_Preference"> 
    <rdfs:subClassOf> 
      <owl:Class 
rdf:ID="User_Prefence"/> 
    </rdfs:subClassOf> 
  </owl:Class> 
…. 
  <owl:Class rdf:ID="Dessert"> 
    <rdfs:subClassOf 
rdf:resource="#User_Preference"/> 
… 
<Dessert rdf:ID="Shockcake"/> 
…. 
</rdf:RDF> 

 
     Then, when moving in a mobile or ubiquitous environment, the 
spreading of user profile fragments is natural; users are controlled 
by different devices and the user information collected by these 
devices typically makes sense only in the context (e.g. for a short 
period of time, for a given place etc.).   

3.3 Service Agents  
Service agents, in this case, are specialized in providing informa-
tion about places of interest, such as a restaurant, a bus station  and 
so on. They provide the type of service/place they manage, and 
other features useful to better select them for the user. 

For each service provided in tourist domain, a separate ontology 
is constructed. Each of them contains structure of concepts and re-
lations between them specific for that service. In addition they are 
provided with a part of users’ profiles which are interesting for 
each services. For example the restaurant ontology will have all 
dishes proposed in menu with prices and ingredients, opening 
hours, number of available tables, average time spent in restaurant 
etc. Ontology of bus company contains time tables, list of bus 
stops, routes of buses, times needed to get from one place to an-
other. A part of Restaurant Ontology is shown in Table 3: 

 
Table3:  A portion of  ontology service 

<?xml version="1.0"?> 
<rdf:RDF 
… 
  <owl:Ontology rdf:about=""/> 
  <owl:Class rdf:ID="Ristorante_Le_mura"/> 
  <owl:Class rdf:ID="Desserts"> 
    <rdfs:subClassOf rdf:resource="#Ristorante_Le_mura"/> 
  </owl:Class> 
  <owl:Class rdf:ID="Second_plates"> 
    <rdfs:subClassOf rdf:resource="#Ristorante_Le_mura"/> 
  </owl:Class> 
  <owl:Class rdf:ID="First_plates"> 
    <rdfs:subClassOf rdf:resource="#Ristorante_Le_mura"/> 
  </owl:Class> 
…. 
  <Second_plates rdf:ID="horse_meat"/> 
…. 
  <First_plates rdf:ID="Rice_Potatoes_mussels"/> 
…. 
  <Desserts rdf:ID="Strawberry_cake"/> 
… 
</rdf:RDF> 
 



     
        

 

In our example the Restaurant Service Agent suggests that in 
menu there are starters like ”Set of cheeses”, “Hot vegetables” and 
“Smoked meats homemade”, second plates like “sausages” and 
“shrimps”, dessert “tiramisu” and “fruit salad” and  typical regional 
red wine “Castel del Monte” based on Bob’s preferences.  

3.4 Mediator Agent 
The Mediator is an agent which mediates between the different 
terminologies or conceptualization in the individual data sources 
and helps the communication of other agents. With the term “dif-
ferent terminologies” we mean the same term may have different 
meanings (polysemy), or the same meaning may be associated with 
different term and/or representations (synonymy).  

Several different tools are available, that include techniques for 
mapping, integrating and merging ontologies, sub-ontology factor-
ing, but there is no automatic way to do that. It is still a difficult 
task and for the success of these processes it is necessary to detect 
ontology mismatches and solve them. One way to do this mapping 
is to use the “most similar” concept in the first ontology and find 
them in the second ontology [10, 12].  

The solution we have adopted, at the design level, is to provide 
the MA with the autonomy for word sense disambiguation. The 
MA could be invocated either by the PUMA or by the SA, depend-
ing on which of them is not able to understand a term. To help the 
other agents to complete this task  the MA, first applies the algo-
rithm of similarity. It asks the PUMA and SA the two graph-like 
structure of the ontologies and analyses them using a parser to find 
name classes, property or instance in SAO or UOi which corre-
sponds to dubious term. If it does not complete the task of disam-
biguation term, MA negotiates with PUMA (if it was invocated 
from SA) or with SA (if it was invocated from PUMA) asking for 
additional information. Then they exchange messages which help 
to resolve conflicts of similarity. 

In our example, the problem raises when choosing a dessert. 
The personal agent couldn’t find anything similar to Bob’s favour-
ites fruit cake with strawberry called “shockcake”. In this case the 
personal agent and restaurant service agent have to agree what 
“shockcake” means. To achieve this goal they contact the Mediator 
Agent. The PUMA sends to the MA which type of sweets the 
“shockcake” is (ice creams, cakes, etc.). Then the restaurant agent 
is asked to send the list of type of cakes. The PUMA selects “fruit 
cakes” and the restaurant service agent lists all fruit cakes that are 
available. The mediator then map the “shockcake” as a “cake with 
strawberries”. 

 
4 CONCLUSION AND FUTURE WORKS 
In this paper, we have described the prototype of a system able to 
generate context-sensitive description of objects in a map for sup-
porting tourists. Even if we selected the mobile tourism as a appli-
cation domain to test our approach, the system architecture and 
employed methods are general enough to be applied to other do-
mains. 

In order to describe how this interaction schema works, we de-
veloped a running prototype in the context of tourist services. This 
has been achieved by integrating the PUMA with an existing sys-
tem called MyMap. 

We are using JADE agent environment for the PUMA and 
OWL to create the ontologies. We have chosen OWL since it has 
been designed  as a standard and as the baking of a well known and 
regarded standard organization W3C. For these reason, there is a 
wide variety of development tools available for integrating ontolo-
gies into the development of our software application. Between this 

tools, we have chosen Protégé 3.1 [25] for creating and mapping of 
ontologies.  

At this point of our research we use directly users’ features, in-
terests and needs in order to provide appropriate suggestions. In the 
future when the system will be used by many users we want to 
adopt collaborative filtering [26] for creating stereotypes of users 
in all services. Each service will assign any new user of the system 
to one of the stereotypes created from interaction of previous users 
and will give suggestions on the basis of that stereotype. The 
stereotype will be built starting from the profiles of users which 
have similar characteristics. The similarity will be measured using 
an algorithm based on distance vector [27]. 
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Towards Situated Public Displays as Multicast Systems
Hans Jörg Müller and Antonio Krüger 1

Abstract. Within organizations diverse asynchronous, unreliable
multicast channels to push information chunks already exist. These
usually include posters, newsletters, intranet pages, print media and
talks. Situated public displays have the potential to complement these
channels, because their properties of being situated and public make
them superior to conventional information channels in certain situa-
tions. In order to present the information that is most interesting to
users and thus improve the efficiency of information distribution, we
propose to learn a model of the spatio-temporal behaviour of users,
find clusters belonging to certain organizational subgroups within
this model, gather profiles for some of the users and use the esti-
mated profiles of clusters to optimize the information presentation
on the displays.

1 INTRODUCTION
Imagine you are a student staying around the university for most of
the day. You read the newsletter, posters, intranet pages and print
flyers. However, you do not have a fixed workplace and feel some-
how disconnected from the information flows within the institutes
and not being part of it. One day a number of large displays are in-
stalled throughout the department showing information chunks about
ongoing activities within the institutes. As you enter the building in
the morning, you have a quick glimpse of about two seconds on one
display to see what is going on today. You notice that there is an in-
teresting talk you have not heard of before, there are two student jobs
available and a new research project you are interested in is being an-
nounced. You consider these public displays convenient because you
do not need any hardware yourself to use them. Furthermore they do
not interrupt you during important tasks, since you are only wander-
ing in the hallways anyway and only spend a few seconds to access
information. The key advantage of the displays is that they provide
information tailored to your interests.

2 RELATED WORK
Various situated public display systems, displays that are installed in
public spaces and adapt to their temporal, spatial and social context,
already exists. The aim of the GroupCast [4] system is to sense which
people are nearby and display information related to their mutual in-
terests to spark informal conversations. The CWall System [3] shows
information chunks provided by colleagues and emphasizes the im-
portance of the cost/benefit ratio, but focuses on small “Communi-
ties of Practice” instead of whole organizations. The Plasma Poster
Network [2] resembles a real poster board where anyone could post
items and focuses more on intense interaction with the display than
our ‘passing by’ approach. In contrast to these displays that are lo-
cated in places where many people pass by, Hermes [1] is an example
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of office door display systems where visitors can for example leave
messages to the owner of the respective office.

3 COSTS AND BENEFITS OF SITUATED
PUBLIC DISPLAYS

One hypothesis of our work is that situated public displays will only
be adopted if the benefits they provide are higher than the costs they
incur. On the one hand the costs that occur for the user reading a
chunk are determined by what he could have done in the same time
otherwise (opportunity costs). These costs depend both on the total
time people spend looking at the display as well as on the exact mo-
ment. When they are interrupted in some important task the costs
will be higher. On the other hand, the benefits for a user reading
some chunk are determined by the value of the information transmit-
ted. This depends on whether the information is yet unknown to the
reader, and whether it is interesting to the reader at the current time
and the current place.
Besides increasing the efficiency of information distribution, more
advantages can be identified. First, the system can be used by any-
one who does not need to have an own workplace, internet access,
email, or mobile phone. Second, discussions can be sparked between
people who would otherwise not know of their mutual interests. Fur-
thermore, the displays can provide better situational awareness by
showing what is going on right now in the organization, and orga-
nizational awareness by showing what is going on in general, and
thereby make people more feeling part of the organization. The dis-
plays also enable opportunistic behaviour, so one could just enter the
organization, see what is currently going on and participate in those
events.

4 SITUATED PUBLIC DISPLAYS AS
MULTICAST SYSTEMS

We want to build an asynchronous, unreliable multicast system for
information chunks that are created by people within the organiza-
tion or sensors within the buildings (sources) and adressed to peo-
ple within the organization (sinks). The information chunks will de-
scribe the organizations status and be either dates (time and place re-
lated, like lectures), staffing (like job offers), or pure status informa-
tion (like project status, publications etc.). Displays are placed where
many people pass by, and information should be transferred to people
during a time window of two to five seconds while they pass the dis-
play. The goal of our work is to improve the efficiency of information
distribution by providing information that is tailored to the reader. To
achieve this, information about the interests and the spatio-temporal
behaviour of people will be gathered (sensing), a model of the pop-
ulation of the organization, their interests and spatio-temporal be-
haviour will be learned (learning), and the information presentation
will be optimized according to this model (acting).



5 SENSING
To adapt the information presentation to the users, both the spatio-
temporal behaviour of users and their interests need to be mea-
sured. We propose using bluetooth to measure the spatio-temporal
behaviour for users who opted in to be logged. Despite the relatively
low spatial and temporal resolution of this method (a scan takes about
11 sec.), because most users always carry their mobile phone along,
we estimate that a huge amount of data can be gathered using this
method.
To measure the interests of users we propose using a combination
of different methods. We will provide a facility by which users can
download content to their mobile phone or forward them to their
email adress. Using bluetooth, we plan to measure the time that peo-
ple spend in front of the display to estimate whether they are reading
content. We are also experimenting with video based face detection
to measure whether people are looking at the display and thus prob-
ably reading content.
We will provide a web site where people can inspect and delete data
gathered about them. They will also be able to edit their profiles, and
thus enable the system to provide better individualization of informa-
tion. There is no need to store personal information like names along
with the profiles, as they will only be related to a bluetooth address.

6 LEARNING
As with the sensors, we will need two different user models, one
to describe the interests of users and one to describe their spatio-
temporal behaviour. Regarding the interests of users, we plan to ap-
ply bayesian networks to integrate the information from the different
sensors. Regarding the spatio-temporal behaviour of users, we con-
sider to use a time geography based approach to describe the trajec-
tories of different users and find clusters among them. To augment
the interests models of users for whom few information is available,
we intend to use interests models of users within the same spatio-
temporal cluster.

7 ACTING
The goal of our work is to provide the information chunks that are
most interesting to users of the system to improve the cost/benefit ra-
tio for the users. To achieve this, for each display and each time point
the probability that users from a certain cluster are near to the display
will be calculated from the spatio-temporal user model. This measure
will be weighted with the probability that users from those clusters
show interest for the different information chunks. The chunk with
the highest expected value will then be displayed.

8 STATE OF THE IMPLEMENTATION
We currently have installed two prototype displays in our depart-
ment, one in the main entrance and one in a main hallway (see Fig-
ure 1). We are about to install a third display in the second entrance.
Currently, on the left part of the display information chunks are dis-
played in turn without further personalization and are provided dis-
play time proportional to the number of letters. Outdated chunks are
automatically removed. The first display is running for five months,
we have about 10 users regularly submitting information chunks and
more than 600 users reading them. Up to now, about 100 informa-
tion chunks have been posted with a WYSIWYG editor implemented
in Java. In addition, on the right part of the display information re-
garding the building like whether the library is open and information

regarding the immediate surroundings of the building, like weather,
menu of the cafeteria and bus departure times are displayed. On the
bottom, a news ticker shows more general current information.

Figure 1. One of the displays installed in the hallway, with information
chunks regarding the organization on the left, information regarding the

immediate surroundings on the right and a newsticker with general
information on the bottom.

9 FUTURE WORK
We presented an approach to improve the efficiency of situated public
displays interpreted as an asynchronous, unreliable multicast chan-
nel. As next steps we want to finish both the implementation of the
sensing hardware and the interaction with the displays with a Java
MIDlet on the users mobile phone and gain first experiences with
collecting data. We want to further explore the interest model and the
spatio-temporal model and implement them. We want to determine
how clusters in the spatio-temporal model can be found. Finally, we
want to determine how the user model can be exploited to maximize
efficiency of information distribution within an organization.
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Exchanging Personal Information
Christian Wartena, Peter Fennema and Rogier Brussee 1

Abstract. A growing number of organizations stores information
on their customers. Both organizations and customers could benefit
from exchanging these data more easily and safely. In the present pa-
per we show how Liberty ID–WSF can be used to exchange personal
details between organizations in a trustworthy manner that respects
privacy and allows the use of multiple identities. The resulting archi-
tecture can be used in several environments, including mixes of net
based and mobile devices. It provides interaction patterns and inter-
faces to data consumers, data providers, systems bridging the syntac-
tic and semantic mismatches of user data to increase interoperability
and systems that manage the accessibility and privacy of the data.

1 Introduction
A growing number of organizations stores information about their
customers. In many cases organizations store much the same data,
although there may be a differences in the way the relevant infor-
mation is represented. Thus companies, governments as well as cus-
tomers could benefit if personal data could be exchanged more eas-
ily. However interchanging personal information immediately raises
privacy issues, so such an interchange must be done safely and trust-
worthy. This is particularly true when information is exchanged in an
ad hoc way, and when people use multiple identities i.e. in ubiquitous
computing. There are some obvious advantages to direct exchange.
People are annoyed by being asked for the same data over and over
again. For other personal data, it might cause trouble for people to
find them. A further advantage of directly exchanging data is that
personal data can be considered as statements about a person. In such
cases it matters who makes this statement. Thus a data consumer may
require that data comes from a source he considers authoritative.

Consider an example. In Holland, a mortgage is often coupled to
a life insurance. Moreover, it usually comes with the requirement to
take a fire insurance on the mortgaged property. Thus for the single
transaction of a mortgage there are at least three parties involved:
the bank, the life insurance and the fire insurance company. Each of
these needs information about the mortgage taker. However, not all
information can be shared between them equally: the life insurance
company is allowed to request some medical data while the bank is
not. Conversely, only the bank has access to the data of the BKR
(Bureau Krediet Registratie, the institute legally in charge of keeping
track of debts of Dutch citizens), a further party that is involved. Each
of these parties can ask the same information or they can share some
of the information subject to consent of the mortgage taker.

In the following we will often refer to personal data as profiles.
The person the data is concerned with is called the profile principal.

As already becomes clear from the example, there is a number of
problems that keeps organizations away from exchanging profiles:
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• A profile principal might be offended if data given to one organi-
zation suddenly show up somewhere else.

• Exchange of data is not allowed by law or explicitly forbidden by
the profile principal.

• Profiles used by different organizations and applications are stored
and coded in different ways.

• Profile principals have to be identified and a profile principal may
use different identities for different organizations.

• The party that has the requested information has to be found.
• There is no suitable infrastructure for exchanging profiles.

In the present paper we concentrate on the last point, taking the other
points into account where possible. In the next section we will sketch
an infrastructure for the exchange of profiles in which there is place
for components that address the other problems. In section 3 we fi-
nally compare our approach to other proposals.

2 Architectural support for profile exchange

We will sketch an infrastructure based on the Liberty Identity Web
Service Framework (ID–WSF, [16]) to enhance the exchange of pro-
files that we will call the Universal Profiling Infrastructure (UPI).

We will not presuppose familiarity with the ID–WSF and explain
the main concepts we use. We will start with an investigation of
the components needed to exchange profiles, concluding that Lib-
erty ID–WSF is indeed a good starting point. However, we will also
see that the Liberty ID–SIS Personal Profile Service ([10]), the ID–
WSF service for exchanging profiles defined by the Liberty Alliance,
has some limitations that we believe make it less versatile than our
approach.

2.1 Arguments for a Distributed Approach

2.1.1 Distributed vs. Central User Models

We believe that for an architecture to be successful, it must be based
on open standards and put as few requirements to participate on ser-
vices as possible. We therefore assume that each participating service
provider maintains its own user models. It follows that the idea of a a
single profile for each person on a central ’user model server’ ([11])
shared (and evt. maintained) by all services has to be abandoned.
Examples of systems using a centralized view on profiles are DOP-
PELGÄNGER ([14]) or Microsoft Passport ([5]). Such an architecture
might provide a solution for sharing and exchanging data in restricted
environments such as e.g. learning environments ([12]). However,
in general, we cannot expect all organizations to share sensitive or
fiercely protected data in a single repository beyond their immediate
control. As a consequence, in our approach all organizations involved
maintain responsibility for their own data. In particular it is their own



responsibility to assure the correctness and consistency of their pro-
files. They also need to protect the privacy of the profile’s subject
themselves and not disclose more than is necessary and consented
by the user. This principle can be seen as a variation of the “law of
user control and consent” and the “law of minimal disclosure” ([2]).
Finally it means that trust becomes an important issue, and that data
should be considered as a set of claims for which it is important what
the source is.

An interesting alternative approach is sketched in [9]. Here user
models are stored in a central repository (but profile principals might
have copies of their data and they can share them with profile con-
sumers). However, the data are signed by a trusted (third) party that
guarantees the authenticity of the data. Now the only disadvantage
for a data providing organization is that she has no longer control
over the distribution of the data.

2.1.2 Federated Identity

Having committed ourselves to a distributed view on user models,
we are almost forced to assume federated identity for profile princi-
pals. We say that two identities are federated if they are (explicitly)
identified. However, we hasten to say that in an environment with
federated identity not all identities that can be federated need to be
and that there need not be one single party with a complete overview
of all federations. Moreover, federation can be done in an ad hoc
process.

An important standard that deals with federated identity is the Se-
curity Assertions Mark–up Language (SAML, [3]). Liberty ID–WSF
is an architecture to find services that uses federated identity as well
and is build on top of SAML. Now it would be natural to consider
the exchange of personal information as an interaction between a web
service consumer and a web service that provides information about
persons. Doing so, we would expect to solve most problems concern-
ing identities and finding information providing parties as well as the
main problems with security and the exchange of data. We will first
discuss how we believe an architecture for profile exchange should
be like. We will then see to what extend this fits the Liberty ID–WSF.

The core SAML and Liberty ID–WSF specifications define proto-
cols for message flow and the messages that have to be exchanged.
This in turn is highly determined by the roles that are defined. We
will therefore discuss our architecture on the basis of the roles we
have identified. We will neither make assumptions on the concrete
implementation or deployment of roles nor assume anything on the
content or structure of the profiles, since we believe this is the re-
sponsibility of the cooperating parties.

2.2 Roles
Besides the obvious roles of profile provider (profile disclosure ser-
vice) and profile consumer we distinguish a number of further roles
in the process of exchanging profiles.

2.2.1 Identity Provider

As discussed above we assume that user data are not stored at a cen-
tral place but rather distributed among the parties that collected and
own the data. In this distributed scenario it would be strange to as-
sume a common identity of profile principals for all services. Rather
we should build upon federated identity as argued above. Thus, a
very important role in our architecture is that of identity provider.
As said before, there need not be one central identity provider. In

deployment contexts where all parties involved use the same repre-
sentation (e.g. an email address), identity mapping is not required. In
general, however, each party has a local representation of an identity.
They can only communicate about a person (i.e. exchange profiles)
if they can somehow relate these local characterizations of identity.
For this purpose they can call an identity mapping function.

In addition, the identity provider is responsible for the single–
sign–on aspects of the protocol. The profile consumer signs in at the
identity provider. There is no need to sign in to all other services used
in the course of the protocol, since the services all belong to the circle
of trust of the identity provider. In order to obtain this functionality,
the identity provider will give the profile consumer a certificate that
allows him to use the other services.

2.2.2 Profile Discovery Service

The next role we distinguish, is the profile discovery service. The
profile discovery service can be called by a profile consumer to find
out which party might have the information he is looking for, i.e.
information on a certain identity, eventually even restricted to the
requested type of data. This role is almost identical to the Liberty ID–
WSF Discovery Service ([15]). The discovery service is able to fulfill
requests for a certain type of service (in our case giving personal
data) that is available w.r.t. a certain identity. This call has an optional
parameter that can be used to tell the discovery service to restrict the
list of answers to service instances that provide data of a certain type,
e.g. financial data. The Liberty ID–SIS Personal Profile Service uses
the discovery service in exactly this way. The service may be called
if necessary, but needs not to if the profile consumer already knows
which party can provide the requested data. This is in fact a common
situation. In the example in the introduction, if someone wants to get
a mortgage the bank wants to know whether the mortgage taker has
other active debts. In this case (in the Netherlands) the bank wants to
get this information only from the BKR.

The function of the profile discovery service is very similar to that
of the identity provider. The identity provider has basically to main-
tain a table to look up how an identity from a certain party is repre-
sented at an another party. Similarly, the profile discovery service has
to maintain a table to look up which parties can provide what sort of
identity information. Thus in practice it would be a viable and good
idea to implement one service that plays both roles. In fact, this is
also recommended practice for the Liberty ID–WSF Discovery Ser-
vice and the identity provider in the ID–WSF context in general ([15,
p. 14],[19, p. 10]).

2.2.3 Translation Service

An important role without parallel in the projects of the Liberty Al-
liance is the profile translation service. In our distributed architecture
for user modeling this is an essential component. Since we did not
want to assume that all parties use a common identity representation
or one common profile for each principal we will have to assume that
parties can use different languages and different conceptual schemas
to code a profile. Even if two parties agree on the syntax to code
a profile it is still likely that they cannot interpret each others data.
Figure 2.2.3 illustrates how an easy piece of data for the address of
a person can be expressed in different ways. To get an impression of
the different standards in use to describe basic facts about persons we
refer to a report of the Fidis Project ([7]).

The translation service will convert data from one representation
into the other as far as possible. This might be done in several ways.



Figure 1. Two examples of user model schemas

The first possibility is that the service has knowledge of both pro-
file schemas and how they relate. For example, if both profiles are
expressed using concepts from formal ontologies and a mapping be-
tween the ontologies is provided. Note that an translation service can
be designed such that parties can provide it with new mappings. The
second possibility is that the service uses some heuristics to find out
how two schemas have to match. The first approach is more reliable
and will be favored if data exchange between two parties is done on
a regular base and correctness of the data is important. The second
approach is valuable e.g. in the context of ad hoc exchange of data
as it is frequently the case in ubiquitous computing. Again, two par-
ties might also agree on the language they speak (and in fact in many
cases that would be the best choice), but in general we cannot assume
this. Note that an adequate translation server (i.e., one that offers the
required translation direction) can be found using the regular ID–
WSF discovery service. The development or training of a translation
service is out of the scope of this paper, but a central topic in the
AlterEgo project, in which the UPI–Architecture was developed. An
example of a profile translation service is described in [18].

2.2.4 Applicability of ID–WSF

We conclude that the Liberty ID–WSF fits our needs quite well and
the components of the ID–WSF are all required. Within this frame-
work we can define the profile disclosure service and the translation
service. An overview of the components and their relation to Liberty
ID–WSF and SAML is given in Figure 2.2.4. In addition we have to
specify the messages and protocols that are required to interact with
the translation service.

2.3 Profiles and messages
As said above, the majority of the messages needed for data exchange
between the services described above, are specified by Liberty ID–
WSF. Two important messages that have to be defined in the context
of the UPI are the profile query and the profile response message. The
message specification contains obvious elements like information on
the issuer of a statement and the date and time of an assertions, but it
says nothing on the structure of the profile request and the profile it-
self. The messages also offer a place to make meta–statements about
the profile. For example, it might be useful to say whether informa-
tion might be incorrect due to an heuristics–based translation.

Figure 2. UPI Functional Architecture

Finally, note that a profile request contains a profile query. Thus,
a profile provider only needs to expose the part of the profile that is
requested. It is not necessary to reveal a complete profile every time
some information is needed.

2.4 Collaboration

In the following we describe the steps required to obtain profile infor-
mation on a profile principal. We assume the most difficult scenario,
i.e. there is no common characterization of identity, the potential in-
formation provider is unknown and the parties are using different
profile schemas. However, we will assume that there is one service
that acts both as identity provider and discovery service.

2.4.1 Example 1

Consider the following scenario. In the Netherlands, employers are
supposed to pay their employees 1/6 of the cost of their children’s
day care. Suppose John is an employee of the MegaBuck company
and has a contract for day care at the MiniMouse day care center.
The MegaBuck salary administration wants to know how much John
pays MiniMouse a month.

First MegaBuck has to sign on at an identity provider. We assume
that MegaBuck has an account at all other services and that these
services belong to one network of trust. Thus, MegaBuck can use
all other services without (explicitly) signing on, since MegaBuck’s
credentials are propagated through the single-sign-on mechanism as
defined by SAML.

Now MegaBuck can send a request to the profile discovery service
to get the address of the service providing details on John’s contract
for day nursery. The response includes a (possibly empty) list of ser-
vices along with a representation of John’s identity at that service
and with credentials to use that service. Note, that in case the iden-
tity provider and discovery service are separated a lot more commu-
nication would be required. MegaBuck now decides which of those



profile disclosure services he considers as authoritative, in this case
MiniMouse, and sends a message with a request for the data he wants
to get and the credentials he got from the discovery service/identity
provider. Since the request is formulated in a vocabulary the disclo-
sure service is not able to work with, the message has to be redirected
to the translation service. If necessary the answer (the information on
John’s nursery contract) is sent to the translation service as well in or-
der to translate it into the original vocabulary. Finally, the (encoded)
data are sent to MegaBuck.

2.4.2 Example 2

In the examples above, both in the case of the day care center and
in in the case of the mortgage, we have used federated identities and
a trusted third party, which is aware of this federation, playing the
role of identity provider. In some cases this is a worthwhile scenario,
especially if identities were already federated to enable single–sign–
on to begin with. In other cases however, federating identities might
not be advisable. In such cases the profile principal could play the
role of identity provider himself. Thus he will in fact be able to link
two of his identities once–only.

Consider the following scenario. John is a scientist at the Univer-
sity of Harderwijk. John is visiting a conference at Riva del Garda.
The conference offers a service for selecting the talks that might be
interesting to someone given his areas of expertise. After registra-
tion John gets an account for this service. John’s university has a list
of John’s expertise areas. However, John’s university and the confer-
ence organizers don’t belong to a common circle of trust and John’s
identities at his university and at the conference are not federated.
Now John can act as an identity provider. On receiving the request
for expertise areas from the conference, (a program on the computer
of) John will give the conference service the address of the service of
his university along with a certificate with an encrypted representa-
tion of his identity that gives the conference service sufficient rights
to temporarily use the service of John’s university.

2.4.3 Exchange Protocols

Beside the protocol for obtaining profile information from another
party illustrated above, there are some further important protocols,
notably the protocol needed to federate an identity and the protocol
for registering a disclosure service at a discovery service. The latter
can be done according to the ID–WSF specifications, the former is
realized by the standard ID–FF or SAML mechanisms2. This can
be done without problems since ID–WSF is defined on top of these
specifications.

2.5 Protecting Privacy
Up to now, we have ignored the important privacy aspect of the ex-
change of personal data. The certificates sent to the disclosure service
do not guarantee privacy. They only allow parties to use the disclo-
sure service but do not make assertions on which parties are allowed
to see what data. For acceptance of exchanging profile information
informed consent is very important ([17]). In our vision this does not
necessarily mean that the profile principal has to explicitly approve
each transaction. Eldin e.a. ([8]) describe a system that is able to de-
cide whether data can be delivered on the basis of a simple policy.
One of the input parameters that their system (and probably almost

2 For a discussion of the relationship between ID–FF and SAML see e.g. [13].

each comparable system) needs, is the purpose of the request of the
profile consumer. For example, a profile policy might state that some
piece of data can be given to a commercial party provided it is not
used for marketing purposes. This means that the request message
from the profile consumer to the disclosure service should contain a
(possibly empty) list of purposes.

In some cases, a policy could state that an explicit permission of
the profile principal is required. This complicates the situation since
the principal is a party that up to now was not involved in the process.
Without a mechanism for the principal to give his consent, the data
should not be shared. However, in many cases the profile consumer
is a service that is acting on behalf of the principal. For example, one
could imagine a scenario in which the principal connects to a ser-
vice like a personalized recommender system. Such a system might
send a request for personal data to some profile disclosure service
that the principal might generally prefer not to make public. Since
this is a general pattern showing up with identity based services, the
ID–WSF describes how the disclosure (or any other) service and the
web service consumer can cooperate to redirect the principal to the
disclosure service, allowing the disclosure service to interact with the
principal ([1]). The principal can then give permission to the disclo-
sure service to give the profile consumer access to his resources.

2.6 API
The messages and protocols described above provide a solid and se-
cure framework for the exchange of information about persons. How-
ever, handling of the messages is a rather complicated task that re-
quires a detailed knowledge of all specifications to implement the
services. In order to make it easier to develop profile disclosure and
consumer services we started to develop a reference implementation
including an application programming interface (API).

3 Conclusion
3.1 Comparison to Other Work
3.1.1 Liberty Personal Profile Service

We already referred to Liberty Personal Profile Service (ID–SIS-PP)
several times. As has become clear, it is very similar to our approach.
However, it is strongly focused on a small set of common data such as
addresses, affiliation, etc. There is almost no support for data beyond
this set. There is nothing like a translation service (though it might
be compatible with an ID–SIS–PP service) and there is no way to
specify other than the standard data in a discovery request.

Finally, note that the Liberty Alliance puts much effort in the de-
velopment of open standards but is not pursuing open source imple-
mentations. However, there do exists some open source implementa-
tions of SAML.

3.1.2 Microsoft Passport Network

The .net Passport system, later renamed Passport network is a sys-
tem for federated identity and single sign on widely deployed by Mi-
crosoft ([5]). It is well integrated with the authorization mechanisms
of Windows XP, and is used by all users of their network services
such as Hotmail and Messenger. The original .net passport system
had a centralized server to store various user and user behavior re-
lated properties. Moreover it was designed to serve as a universal
authentication framework for hailstorm, the .net e-commerce and en-
terprise integration web services framework. However, .net passport



had poor uptake outside of MSN services because neither service
providers nor users felt comfortable with a centrally controlled sys-
tem. As a result Microsoft restricted the use of Passport Network to
use in the MSN services

3.1.3 Microsoft Infocard

Microsoft has positioned the Infocard architecture ([6]) as a “meta
integration” framework to integrate federated identity systems using
active server, Kerberos, SAML, LDAP etc, apparently based on the
web service stack (including SAML, [4]). Conceptually, the Infocard
architecture is based on “the laws of identity” ([2]). The Infocard
architecture distinguishes three roles: identity providers, relying par-
ties (profile requesters) and subjects (Profile principals). Identity is
treated as a set of claims on a subject. Identity providers make such
claims and provide proof on them which relying parties may or may
not accept. Important components are

1. a negotiation component where parties can negotiate on the claims
that they want to know or accept, somewhat similar to the discov-
ery service in the UPI.

2. a claim transformer that translates claims trusted and understood
by one party in terms of the other, similar to UPI translation ser-
vice.

3. an identity management component that allows users to manage
identities which will be deeply integrated in the Windows operat-
ing system and GUI to avoid phishing attacks.

4. a protocol encapsulator to bridge different identity federation pro-
tocols.

3.1.4 Higgins

Higgins is an open source answer to Infocard backed by a.o. IBM and
Novell. The project is based on the eclipse framework but seems still
to be in the first stages. Some information about the project can be
found at http://spwiki.editme.com/Higgins. It has a strong focus on
user control of identity. Theoretically speaking this position is some-
what different form ours, since we emphasized the responsibility of
the organizations collecting, maintaining and using the data. How-
ever, these organizations will not obtain data about their customers if
there are no possibilities for the profile principals to specify policies
that are respected. Thus the policies are an essential component in
our approach. On the other hand side, organizations will not support
a framework for exchanging data if this would imply loss of control
over the data. Thus Higgins and the UPI might turn out to be very
similar in this respect.

The Higgins project intends to develop a number of plug-ins that
can be used by services that want to share profiles. All issues con-
cerning identities, authorization, message handling, etc. are encap-
sulated by the Higgins plug-ins and hidden to the core application.
These plug-ins thus are very similar to the UPI API. It is not clear
whether Higgins builds upon open standards, like SAML and ID–
WSF, to solve these problems, or whether it uses a custom solution.

3.2 Final remarks
In comparison to other proposals we impose very few conditions on
the parties that want to participate in a network of profile exchanging
services. We did not assume a common identity for principals and
we did not assume a common language for the representation of pro-
files. This might seem unnecessarily complicated in case only stan-
dard data like names, addresses and phone numbers are exchanged.

As soon as we move to more specialized domains however, it will
become more and more difficult to agree on a single representation.
Of course it is not possible to define fields for all kinds of informa-
tion in advance. Other solutions, like the ID–SIS–PP recognized this
as well and offer a field for ’other’ information, but without any sup-
port for handling it. In contrast, in our proposed solution, the ’other’
information has become central and we offer a way to handle this
information by including a translation service into our framework.

The price we have to pay for this distributed approach is that we
need translation services and identity providers, and that all the par-
ties have to register at an identity provider. However, since we were
able to do this using standard mechanisms, we believe that the ad-
vantages of our low requirements are greater than the disadvantages
of the additional protocols.

The fact that we did not commit to one common representation of
profiles has one drawback for which we do not currently have a final
solution. In our discussion of the discovery service we suggested that
this service does not only find profile disclosure services that are
relevant w.r.t. to a certain principal but also w.r.t. a certain query.
Thus, a profile disclosure service should supply the discovery service
with some topics it has information about. When a consumer consults
the discovery service it could also specify the topics he is interested
in. This means that we either have to commit to one single set of
topics or we have to build in the possibility that the discovery service
calls the translation service to translate the topics.

A further issue concerning the translation service that needs to be
worked out further is the privacy of the translated data. The trans-
lation request might contain an identifiable set of data. If this is the
case, the translation can only be done by a party that is trusted by all
other parties involved.
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Abstract. In distributed multi-modal applications several steps of 
adaptive processing are spread across devices, including cli-
ent/server-architectures implementing the application logic as well 
as different interaction devices on both the input (e.g. touch screen, 
microphone) and the output side (e.g. display, headset). This paper 
introduces the MICA-project and describes the interplay and com-
munication between its distributed components. 

1 INTRODUCTION 

MICA is a project on behalf of and in co-operation with SAP. The 
project started in December 2004 running until November 2006. 
The goal of MICA is to support humans in their working environ-
ment in a natural and unobtrusive way and to proactively help them 
completing their daily tasks.  

In a first phase MICA is implemented in a warehouse scenario 
to support warehouse workers in the picking process. The ware-
house scenario poses a real challenge for multi-modal interaction. 
In a warehouse the workers are working with their hands thus it re-
quires a hands-free support. The environment is often very noisy 
and the light conditions might change as well so the interaction 
might use different modalities according to the needs of the current 
situation and task. Warehouse men often have to work under time 
pressure requiring a very responsive system.  

The goal regarding interaction in MICA is to provide a combi-
nation of explicit and implicit interaction methods in blue collar 
environments. Unlike the IBM MAGIC system, which uses gaze 
tracking for the prediction of cursor movement [8], we favour the 
combination of speech and pen input with user movement in a 
physical environment. 

In contrast to the LISTEN [10] project we face situations in 
which the spatial relations of objects to each other are changing 
dynamically and need to be monitored and interpreted in real time. 
In MICA we combined a low precision WLAN tracking with fine 
grained UWB Tracking, RFID and camera based motion tracking 
to be able to determine the spatial and situational parameters. On 
the one hand the system will be able to identify situations in which 
help might be needed and react on implicit clues in the interaction 
like stumbling or search behavior. On the other hand the worker 
will be able to interact explicitly with the system by approaching 
objects in the shelf. In particular the combination of implicit and 
explicit interaction on various modalities will lead to natural 
blended interaction [3]. It is essential though to improve our under-
standing of the interactive capabilities that are most important for 
an automated system to conduct a natural multimodal dialogue. 

In this paper, we will first introduce the design of the architec-
ture and describe the role of different clusters in the adaptive proc-
essing. In the second chapter we will then illustrate the 
implications to the distributed user model in the project. At the end 
we will explain the implementation and specifically focus on the 
communication between components fulfilling different roles in the 
adaptive process. 

1.1 Aspects of System Design 

Recent architectures for multimodal applications (e.g. [1], [2]) have 
especially achieved success in support for sensing the multimodal 
user interaction. This research results in high-end abilities for rec-
ognition and synthesis in common modalities such as speech and 
handwriting. Additionally, current architectures focus on synchro-
nizing events coming from different devices, such as keyboard, 
mouse, microphone, etc., allowing flexible handling multimodal 
interactions. In our work, we will go beyond observing input from 
the different modalities to also integrate the recognition and inter-
pretation of meaningful user-related and environmental parameters. 
For example, the interaction of a mobile worker with her device 
will particularly be determined by her current tasks, goals and 
situation. From our point of view, the crucial tasks of building and 
maintaining a meaningful user-model as well as an environmental 
model are currently underrepresented. 

In its framework-definition [9], the W3C introduces the Interac-
tion-Manager for controlling the sequence of exchange for infor-
mation between the human user and the application functions. 
Besides the fact that the knowledge in the user- and environment 
model are the main influencing factors for the selection of the best 
modality and for adapting the output stream to the particular device 
used, we think that managing the interaction on the output side 
should start with the selection of the appropriate content. In the 
content-filtering process, the availability of output modalities needs 
to be carefully considered, as well as filtering regarding content. If 
the worker is currently not wearing headphones, the selection of 
audio content is not useful, even if it would best fit the worker’s 
information demand. Therefore, we aim at a dialogue management 
process integrating both the interaction management and the con-
tent management part. 

1.2 The MICA-Architecture 

It is essential to improve our understanding of the interactive capa-
bilities that are most important for an automated system to conduct 
a natural multimodal dialogue. We need to integrate a wide range 
of behavioral data from human users interacting with multimodal 
applications. Such analysis provides concrete hypotheses for direc-
tions to improve components of open multimodal context-adaptive 
systems, as well as the overall design and architecture of such sys-
tems, which are briefly described below. In this approach, the con-
textualization process is divided into four steps [11], each fulfilling 
a specific role corresponding to a single layer in the architecture: 
Input, Modeling, Dialogue Management and Output (cf. Figure 1). 

The Input Layer recognizes parameters relevant for the opera-
tion of the application. Sensors monitor the interaction of the user 
with the system and measure contextual parameters of the user 
(e.g. position, heart rate) and the environment (e.g. room tempera-
ture, light conditions). The user’s interaction with the multimodal 
interface comprises the interaction modality (e.g. expressed by mi-
crophone) and the input data (e.g. the spoken word), and needs to 
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be explicitly monitored. A sensoring subtask combines information 
from several uni-modal sensors by multimodal fusion. The last 
step, multimodal recognition, extracts commands from speech or 
gestures, and implicit feedback patterns, e.g. movement patterns 
[3]. Beside other sensor-related data, the sensor database contains 
grammars, vocabularies, templates and patterns necessary for a 
successful recognition process. 

The Modeling Layer semantically enriches the data stream from 
the sensors by interpretation. Therefore, intelligent modules aggre-
gate information by interpreting the data with meta-information 
and refining the knowledge-base. The emerging knowledge is 
stored in a user model (e.g. tasks, knowledge, and cognitive, atten-
tive states) and an environmental model. These two models enable 
resolving ambiguities by considering the contextual parameters, 
since the different modes of a multimodal system are not simple 
analogues of one another and do not involve redundant but com-
plementary information and can be used for mutual disambiguation 
[7]. The user model particularly determines the content selection 
and the information about the user’s environment influences the 
adaptation of the presentation to the right form. 

 

Figure 1 The MICA-Architecture 

The Dialogue Management layer comprises dialogue, interaction 
and content manager that co-operate jointly, in order to take appro-
priate actions, that base on derived knowledge. The dialogue man-
ager plans, assembles and refines sequences of commands to 
control the behavior of the system and handle the dialogue with the 
user. The dialogue manager queries the content manager and the 
interaction manager and combines their suggestions. The content 
manager is responsible for the context-sensitive information selec-
tion from the content-repository, since it is not enough to just sup-
ply content without the consideration of the recipient, her current 
task, and situation ([10], [11]). The interaction manager creates and 
traces certain interaction strategies. Additionally, it adapts to cer-
tain conditions in the environment or in the individual user context. 
The adaptive or strategic methods are implemented domain-
independently, although the expressivity of a modality might be 
domain-dependent. 

The Output Layer generates appropriate output and handles the 
connection back to the users. It translates the decisions taken by the 

dialogue manager into real world actions on a wide range of mul-
timodal terminals. An accurate respond bases on the distribution of 
output among modalities and media in accordance with the user 
and dialogue-system contexts, e.g. to coordinate multimodal output 
between different kinds of devices like PDAs or cell-phones. The 
presentation of the content is adapted to the different technical ca-
pabilities of the targeted devices. 

2 User Modeling in MICA 

In this chapter, we will first discuss the options of centralized vs. 
decentralized processing and then we will illustrate our user model-
ing approach for the MICA-application. 

2.1 Centralized Versus Decentralized Processing 

For applications like MICA considering multimodal interaction for 
independent mobile users, monolithic all-in-one approaches seem 
not to be feasible. For example, sensors of different kinds are dis-
tributed independently within the environment; fixed sensors like 
local tracking-systems or RFID-readers need to be integrated with 
other sensors that have to be as mobile as the user is (e.g. noise and 
light sensors). The same holds true for actuators, where static pub-
lic displays and loud-speakers co-exist with private mobile displays 
and headphones. Other decisions whether to host all user-models 
on a central server versus several user model instances on different 
devices, or whether to centrally control each user-dialogue versus a 
local dialogue management on the end-device, or whether to cen-
trally provide contents versus a local pre-storing of contents on the 
device, depend on the right balance between the three aspects: 

1. Processing power, memory, and storage of the end-device. 
2. Network traffic and runtime delays issued by inter-

component communication 
3. Synchronization of shared contents and user-related data. 

Balancing the task performance between a central powerful server 
and local small end-devices within MICA, i.e. the discussion of the 
advantages and disadvantages of centralized and distributed proc-
essing, revealed that a mix of centralized and distributed processes 
would be most appropriate. The advantages of centralized proc-
esses minimizing network traffic, which is already considerably 
high due to a amount of sensor data from tracking devices, RFID-
Readers, Camera etc, would be best combined with a reasonable 
amount of processing on the devices, providing more flexibility 
and better scalability. In connection with the discussion of central-
ized versus distributed processing we developed a brokering model 
for sensor and actuator data flow introduced in [5]. 

2.2 User Modeling 

The MICA system uses seven sensors and the interaction devices 
for direct input from the user. The sensors detect articles by using 
RFID readers built in the shelves and on the trolley, locate the user 
by using the WLAN-based tracking systems of Ubisense and Eka-
hau, analyze the user’s search behavior by a small camera and 
measure attributes of the user’s environment through the headset 
microphone and a light sensor. In addition, the user provides in-
formation about the current task, devices in use and the order 
through explicit selection.  

For the warehouse it is important to keep all data consistent. 
First, all articles in the warehouse and the (open) orders consisting 
of articles are written to a database on the server. Additionally, 
workers have a static profile with worker-id, name, role in the 
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process and qualification inside the database. At runtime, distrib-
uted components fill in dynamic worker-attributes. 

Using her id-card, the worker logs into the system and the client 
requests the worker-profile from the server. If the id is valid, the 
client registers the worker with her devices: The current trolley 
with tablet-PC, the local camera, the headset with microphone and 
earphone, and both tracking-tags are connected with the worker-id. 
From now on the client is able to identify the behavior of exact the 
current worker. The identification is of particular importance to fil-
ter all information coming in from other entities that relate to the 
current worker or her devices. 

In the next step, the client requests all open tasks the worker is 
able to perform from the server. From this list, the worker selects 
any number of tasks (selection is done by hand, usually depending 
on the box size, because all selected tasks have to share the trol-
ley). Each task consists of a list of article-amount pairs and each 
article is associated with a position, a description and an image. 
The task profiles are retrieved from the server and the client re-
sponses the selected tasks to the server in order to keep the task-
manager up to date. If another worker is logging on, the tasks that 
are already in execution are not transmitted to any other worker 
again. 

When the worker is moving around, her absolute position is 
tracked by two independent tracking systems. Both systems report 
changes to the server where a sensor fusion component combines 
the positioning data in order to get the most appropriate value for 
the user position. The Ekahau position information is available in 
the entire lab but the Ubisense system only covers one room of the 
lab due to costs reasons. Since the Ubisense system is more precise 
than the Ekahau system [6], the Ubisense tracking data prevails, if 
the user is in the range of this system. The server posts the fused 
tracking data to the client(s) where patterns of the worker’s move-
ment are recognized by the client associated with the tracked 
worker. Combined with the analysis of head-movements (done by 
image-processing from the camera-input on the client), these 
movement patterns are an import input to the MICA help system 
because it allows for pro-active help, if the user might be looking 
for something [4]. Since determining searching behavior of a spe-
cific worker is only useful for her specific client, we decided not to 
post the movement pattern and the head-movements to other enti-
ties. By the local image-processing and decision finding for pre-
senting help pro-actively, we experienced a drastically slow-down 
of the tablet-PC hosting the client application. 

Beside the determination of searching behavior, the navigation 
support on the client shows the position of the worker in relation to 
the positions of the articles to be picked up as well as the route the 
worker should walk. Because the route is highly dependent on the 
articles left, the route-generation is done on the server for all work-
ers. In future improvements this might also support collaboration 
of workers where the server can generate routes where workers 
will meet. For now, the server-side route generation at least re-
lieves the client from the resource-intensive task. 

When the worker takes any article from the shelf to the trolley, 
the RFID-readers post corresponding events and the client who is 
interested is performing the message, i.e. requesting the object 
(box, article) associated with the id and updating the display. If the 
object was a valid object placed on the right place on the trolley, 
the client will notify the server in order to update the database. 
Which client is processing the RFID-event depends on the id of the 
message-sender: From the login-procedure the trolley and the read-
ers on the trolley were connected with the user. 

Coming back to the client-side, local noise and brightness are 
locally acquired and stored on the mobile devices. Both attributes 
are needed to adjust the output at the local device and do not have 

any meaning for other entities. Therefore, they are not distributed 
on the network but only used to sign over commands from other 
entities, e.g. to display graphical output in bright environment or to 
display audio-output in noisy environments. 

3 Implementation 

In this chapter we will illustrate the implementation issues of the 
MICA system with a detailed view on the communication between 
the components. 

3.1 Server 

The software architecture of the MICA server implemented the 
modular approach of the system architecture (Figure 1). The server 
receives messages from the sensors and from the clients via the 
input bus. Messages are evaluated and forwarded to the component 
responsible for handling that specific kind of message. This 
message forwarding is also realized with instant messages (see 
below) to make each component as independent as possible. 

A set of rules have been specified and put into the integrated 
Context Management System (CXMS; [11]). The CXMS then 
generates messages to trigger other parts of the system e.g. the 
Dialogue Manager, and the Interaction Manager. This is the core of 
the pro-active behavior of the system, whereas the Dialogue 
Management composes messages that tell the receiver what 
information to display and in which modality. This message will 
thus still contain all available modalities and it is up to the client to 
decide which modality will be used for output. This is necessary 
because the user could be in a situation that is unknown to the 
server and prevents outputting in a certain modality, e.g. if the 
environment of the user is very noisy and therefore she cannot 
understand an audio message.  

3.2 Client 

The client software serves as the central instance for the interaction 
of the user with the system and was designed to be as flexible as 
possible. It should be easily extensible, provide flexible 
mechanisms for displaying information in different modalities and 
adapt to the context of the user. 

Each of the components authenticates itself against the Jabber-
server (which is described in the next chapter) and subscribes to 
chat rooms on its first initialization. The client will listen to 
incoming messages and respond to them. For information 
rendering the client will receive a message consisting of a set of 
possible modalities and which content is suitable and then decides 
on how to render it. This decision is taken by the component itself 
because it has to take the results from its local sensors into account. 
It might be the case that its local sensors report a high noise level 
but the server requested to play an audio file that is actually no 
longer audible for the user. Therefore it is useful that the client 
component decides to display the content on the screen or inform 
the user that there is a content that cannot be played right now. 

3.3 Communication 

As the basis for the communication between distributed 
components, we decided to rely on a standards-based instant 
messaging server based on the XMPP protocol also known as 
Jabber2. Jabber is a set of streaming XML protocols and 

                                                        
2 http://www.jabber.org 
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technologies that enable any two entities on the Internet to 
exchange messages, presence, and other structured information in 
close to real time. The Jabber-server acts as a message distribution 
center which handles authentication of users, multi-user-chat room 
management, message distribution and caching. Jabber-clients can 
subscribe to multi-user-chat rooms where everyone receives a 
message sent to this room. 

These multi-user-chat rooms are used for distributing messages 
that are potentially valid for more than one receiver e.g. location-
sensor-data. The room-name defines what kind of messages are 
distributed in there and each component interested in that kind of 
information has to subscribe to that room. Using distinct chat 
rooms ensures that the information sent to a group chat is sent to all 
registered listeners. Beside the opportunity to use Jabber’s group 
chat-API, using different chat rooms additionally supports 
structured information flow, because each specific room hosts data 
of a specific data type. This allows for efficient messages 
distribution between all components of the system and is flexible 
with only minor complexity even in large systems. 

  

4.3.1 MICA Message-Format  

To support communication abilities and minimize 
misinterpretations between different components, a well defined 
message format is indispensable. The handicap of our first 
candidate, XML, is that parsing a deeply nested XML-structure 
with a high number of sublevels might overstrain the capabilities of 
small devices. The recursive parsing of such a structure could 
easily force the receiver into a stack overflow. Therefore we 
decided to cut down structuring without loosing too much power of 
expression. We finally found a definition fulfilling all above-
mentioned requirements in the Attribute-Relation-File-Format 
(ARFF3). Based on this format we defined messages of five types: 
• Command – A command from a sender to the receiver to do 

something. 
• Event – An asynchronous delivery of new data 
• Request – The sender requests a specific information from 

the receiver 
• Response – The answer to a received Request 
• Exception – Informing other that something went wrong. 
Each message is composed of a set of pre-defined fields (building 
the message header) and an optional set of run-time parameters. To 
give an idea of such a message, here is an example of the RFID-
Event sent by the reader installed on the trolley: 

@relation event 
@attribute from 
@attribute to 
@attribute reference 
@attribute #tagID 

@data tabletpc1rfid2,localroomtabletpc1,RFIDadded, 
E004010000D5C366 

Read the message as: “The RFID-reader2 at tabletpc1 informs all 
listeners registered to localroomtabletpc1 that the tag with the ID 
E004010000D5C366 is now in the range of the reader”. Since it is 
an event-message, the sender just informs the room-listeners – it 
won’t care about the effects and won’t expect any confirmation 
whether the message was received successfully. 

The receiving component independently decides what to do 
with the information. If the component is waiting for an article to 
be added it would then query the server if the added tag was an 
article and nothing else. The request would be sent to the room 
“tagidentification” in which all client components can post their 
queries. This room architecture reduces the complexity of the 
                                                        
3 http://www.cs.waikato.ac.nz/~ml/ weka/arff.html 

components because the definition which component has to listen 
in what room is simplified. 

4 CONCLUSION AND FUTURE WORK 

In the MICA project we were confronted with a set of distributed 
sensors and actuators as well as a distributed set of modelling and 
controlling components, In this paper, we described our approach 
with a specific view on the first two layers of the adaptation 
process and the implementation of the inter-component 
communication. 

At the current stage of the project we developed an architecture 
for distributed multi-modal applications, implemented the 
components on the sensoring, modelling and actuating layers. As a 
backend of the system, we defined a communication approach 
based on distributed brokering components and implemented it 
falling back on a chat-client delivering well-structured information 
exchange. The dialogue-management is currently rudimental 
implemented. In the next phases, we will focus to enhance the 
current system in order to implement more intelligent components 
on the controlling level.  
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